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Reinforcement Learning 

2/27

⚫ Balance between exploration and exploitation
⚫ Agent’s action affect the subsequent data it received (actions affects the environment)
⚫ Delayed reward
⚫ Time matters (sequential data, not i.i.d)



ADP Methods（for prediction）
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DP
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Note: TD is a kind of MC 
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Corrective Feedback
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1. some state value over-estimated

2. policy chooses action correspond to it

3. observes the corresponding r(s,a), or Q*(s,a) 

4. minimize             , which correcte the Q-values 
precisely

constructive interaction between data collection and error correction



Corrective Feedback is Absent
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can be a wrong target precise target

function approximator make things worse



Corrective Feedback is Absent
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⚫ leaf state:  rarely visit, provide incorrect TD target

⚫ root state: frequently visit, fit to incorrect target

⚫ state with similar features affect each orther



Analyze computationally
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Gridworld MDP, training on all transitions to eliminate sampling error



Consequences
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⚫ Convergence to suboptimal Q-functions

⚫ Instability in the learning process

⚫ Inability to learn with low signal-to-noise ratio



Idea
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⚫ Computing an “optimal” data distribution that provides maximal corrective feedback, 
and train Q-functions using this distribution

⚫ Once get this optimal distribution, we can then perform a weighted Bellman update 
that re-weights the data distribution in the replay buffer to this optimal distribution



Idea
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Formalize the problem
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Formalize the problem
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high variance

densities                are unknown



Formalize the problem
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lower bound



Formalize the problem
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Pseudo Code
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network output



Pseudo Code
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introduce target network

for continuous control domain

automatically choose temperature 



Experiments - grid16 
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Experiments - MetaWorld
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Experiments - MT10
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Experiments - Atari
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Proof 
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Proof
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Proof
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Proof
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The End
thanks


