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Contrastive Learning for GRL

Node Drop, 

Edge Drop, 

GraphDiffusion ,

Subgraph Sampling …



Efficient Contrastive Learning for GRL

◆ Augment aspect

Graph Contrastive Learning with no data augmentation, like SimGRACE, SimGCL

Add random noise to the encoder parameter to construct contrast views

https://arxiv.org/abs/2202.03104
https://arxiv.org/pdf/2112.08679v3.pdf


Efficient Contrastive Learning for GRL

◆ Contrastive Loss/manner

GCL with no negative pairs in loss, like BGRL, GBT

https://arxiv.org/abs/2102.06514
https://arxiv.org/pdf/2106.02466.pdf


Efficient Contrastive Learning for GRL

◆ Novel Paradigm

Proposed novel contrastive (self-supervised) learning paradigm, like SUGRL

https://www.aaai.org/AAAI22Papers/AAAI-3999.MoY.pdf


Main Idea

Training time in seconds comparison between GGD and GBT on ogbn-arxiv



Rethinking DGI

Given graph 𝑮 with attributes 𝑿 ∈ ℛ𝑁∗𝐷

Graph ෩𝑮 denotes 𝑮 with corrupt operate 

Obtain node embeddings as 𝒛 = 𝐺𝑁𝑁(𝐺, 𝑋), 

where 𝒛 ∈ ℛ𝑁∗𝐷

Obtain summery vector 𝒔 = 𝑅𝑒𝑎𝑑𝑜𝑢𝑡 𝐺𝑁𝑁 𝐺, 𝑋



Constant Summary Vector

Observation:  the summary vectors are essentially a constant vector 𝜖Ι, where 𝜖 is a scalar and 𝐼 ∈ ℛ𝐷 is 

an all-ones vector.

• Xavier initialization

The GNN encoder is initialised with Xavier initialisation using a uniform distribution, so that the value 
range of embeddings generated with such an encoder is very small

• Sigmoid function

Sigmoid function is inappropriately applied on the summary vector, which makes the value difference 
smaller.

The summary vectors contains no useful information.



Constant Summary Vector

Replace the summery vector with different constant vector.  Except for 0, the model performance is 
trivially affected by the value assigned to the constant summary vector.

Maybe No need for summary vector as anchor & What truly leads to the success of DGI?



Simplifying DGI & "Group Discrimination"

Simplifying:    Predigest the loss proposed in DGI by using an all-ones vector as the summary vector
and and simplifying the discriminator.



Complexity

⚫ InfoNCE

𝑂(𝑁𝐷2)

⚫ JSD

𝑂(𝐷2)

⚫ BGRL

𝑂(𝐷2)

⚫ GD

𝑂(1)



Graph Group Discrimination



Graph Group Discrimination

 Augmentation

Edge dropout removes a predefined fraction of edges, node dropout to mask a predefined 
proportion of feature dimension.

ED

ND

 Corruption

Corrupt original graph as negative group.



Graph Group Discrimination

 The Siamese GNN

GNN encoder(GCN) + projector head + shared weight.

 Group Discrimination

Adopts binary cross entropy (BCE) loss to discriminate two groups of node embeddings:

 Model Inference



Experiments

Datasets



Experiments

Evaluating on Small- and Medium-scale Datasets—Accuracy



Experiments

Evaluating on Small- and Medium-scale Datasets—Efficiency and Memory Consumption

Memory

Time



Experiments

Evaluating on Large-scale Datasets

ogbn-arxiv

ogbn-products



Experiments

Evaluating on Large-scale Datasets

ogbn-papers100M:



Experiments

Convergence speed comparison
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