
Nanjing University of Aeronautics and Astronautics

NIPS 2021



Knowledge Distillation

Goal: transfer knowledge from a large model to a small model for 

model compression and acceleration.



Out-of-domain knowledge distillation (OOD-KD)

However, the original training data or even the data domain is often unreachable 

due to privacy or copyright reasons.
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MosaicKD

Even though data from different domains exhibit divergent global distributions, 

their local distributions, such as patches in images, may however resemble each 

other.

The core idea of MosaicKD is to synthesize in-domain data.
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ො𝑦 is a label other than the given label 𝑦 and the
corrected label ෤𝑦 for every iteration during training.

ො𝑦 is a label other than the given label 𝑦.










