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Outline

• Analysis

➢Propose a new method, MST, for HSI reconstruction.  

➢Present a novel self-attention, S-MSA, to capture the inter-spectra 
similarity and dependencies of HSIs. 

➢Our MST dramatically outperforms SOTA methods on all scenes in 
simulation while requiring much cheaper Params and FLOPS.

• Analysis

➢Proposed a novel framework, MST++, for SR. 

➢Validate a series of natural image restoration models on this SR task. 

➢Quantitative and qualitative experiments demonstrate that our 
MST++ dramatically outperforms SOTA methods while requiring 
much cheaper Params and FLOPS..  

• Experiments
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Mask-guided Spectral-wise Transformer (MST)
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.Mask-guided Mechanism 

learnable parameters of the two layers

mapping functionsigmoid activation



Mask-guided Mechanism 

To spatially align the mask attention map

to match the dimensions of V



Spectral-wise Multi-head Sefl-Attention (S-MSA)

treats each spectral representation as a token and
calculates the self-attention for each headj

analyze the computational complexity

The receptive field of our S-MSA is global 
and not limited to position specific windows.



Mask-guided Spectral-wise Transformer (MST)
Mask-guided Self-Attention Block (MSAB)



Mask-guided Spectral-wise Transformer (MST)

➢ MST exploits a conv3×3 (convolution with kernel size=3) 
layer to map H into feature X0

➢

➢ X2 passes through the bottleneck that consists of N3 
MSABs.

➢ We follow the spirit of U-Net and design a 
symmetrical structure as the decoder. 

➢
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Mask-guided Spectral-wise Transformer (MST++)
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