
Nanjing University of Aeronautics and Astronautics

ICCV 2021



DETR

1

The DETR approach suffers from slow convergence on training, and needs 500 training epochs 
to get good performance. 



Reasons for slow convergence of DETR
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Conditional DETR with 50 epochs

DETR with 50 epochs

DETR with 500 epochs

The empirical results in DETR show that if

removing the positional embeddings in keys and the

object queries from the second decoder layer and

only using the content embeddings in keys and

queries, the detection AP drops slightly.

head1 head2 head3 head4

query：content embedding
key：content embedding+spatial embedding

+spatial embedding



Conditional DETR
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1.Decouple the cross-attention function of DETR decoder.
content embedding spatial embedding

2.We propose a conditional cross-attention mechanism with introducing conditional
spatial queries for improving the localization capability and accelerating the training
process.



Decouple the cross-attention function
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The DETR decoder cross-attention mechanism takes three inputs: queries, keys and values. 

key：content key ck (the content embedding output from the encoder)
spatial key pk (the positional embedding of the corresponding normalized 2D coordinate)

query：content query cq (the embedding output from the decoder self-attention)
spatial query pq (the object query oq)

value：content query ck (the content embedding output from the encoder)



Prediction
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Box Regression：A candidate box is predicted from each decoder embedding as follows,

Category prediction：e = FFN(f)

b：a four-dimensional vector [bcx bcy bw bh]T

f：decoder embedding
s：the unnormalized 2D coordinate of the reference point, and is (0, 0) in the original DETR.

In our approach, we consider two choices: learn the reference point s as a parameter
for each candidate box prediction, or generate it from the corresponding object query.



Conditional spatial query
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Illustrating one decoder layer in conditional DETR.



Visualization

7

row1：the spatial attention weight maps

row2：the content attention weight maps

row3：the combined attention weight maps

(i) Translate the highlight positions to the four extremities
and the position inside the object box: interestingly the
highlighted positions are spatially similarly distributed in the
object box.
(ii) Scale the spatial spread for the extremity highlights: large
spread for large objects and small spread for small objects.



Experiment
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Experiment
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Ablations
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(i) CSQ-P - only the positional embedding ps, 
(ii) CSQ-T - only the transformation T, 
(iii) CSQ-C - the decoder content embedding f,
(iv) CSQ-I - the element-wise product of the transformation predicted from
the decoder self-attention output cq and the positional embedding ps.
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