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• Classifier Re-training (cRT)

Re-train the classifier with class balanced sampling.

• τ -normalized classifier (𝜏 -normalized)

Adjusting the classifier weight norms.

• Learnable weight scaling (LWS)

Learning 𝑓𝑖 on the training set.

Rebalance the classifier：



Introducton

Motivation:

The recent methods are incapable of capturing tail class information in the feature learning stage. 

Method:

In this paper, we show that soft label can serve as a powerful solution to incorporate label correlation 

into a multi-stage training scheme for long-tailed recognition.

Self Supervision to Distillation for Long-Tailed Visual Recognition (SSD):

How to generate and use soft label?



Framework 
Self Supervision to Distillation (SSD) LWS



I -Sel f -supervis ion guided feature learning

Instance discrimination: (MOCO)

Stage 1:

Train an initial feature network under label supervision and 

self-supervision jointly using instance-balanced sampling.



The teacher model integrate information from both label and data 

domains that can model long-tailed distribution effectively.

Stage 2:

Refine the class decision boundaries with class balanced

sampling to generate teacher model by fixing the feature backbone.

II -Intermediate  sof t  labels  generat ion.



III -Joint  training with  se l f -dis t i l lat ion.

Stage 3:

Train a self-distillation network with two classification heads 

under the supervision of both soft labels from previous stages 

and hard labels from the original training set.

teacher



Stage 4:

In respect that the hard classifier is still biased to head 

classes, after self-distillation, we propose run the soft classifier 

adjustment stage using LWS for further improvement, termed as 

IV-LWS.

IV-Class i f ier f ine - tuning



Framework

Fine-tune under the class-balanced 

setting to generate teacher model.

Teacher model provides the distilled label. 



Ablation study on ImageNet-LT

+1.9% +3.3% +1.6% +2.6%

• The effectiveness of the stage I (Self-supervision guided feature learning).



Ablation study on ImageNet-LT
• The effectiveness of the stage II (Fine-tune under the class-balanced setting to generate 

teacher model).

+5.2%



Ablation study on ImageNet-LT
• The effectiveness of the stage III (Joint training with self-distillation).

+1.6%



Ablation study on ImageNet-LT
• The effectiveness of the stage IV (Classifier fine-tuning).

√



Ablation study on distillation

(1) Coupled self-distillation which is the conventional way of knowledge distillation and trains 

a single classifier using both hard and soft labels; 

(2) Single self-distillation, which only use soft labels to train the classifier;

(3) Our train two classifiers using hard and soft labels separately.

• Study on different self-distillation strategies

+0.6%

Hard labels might be able to provide comple mentary knowledge for feature learning.



Experiments

• Unlike conventional knowledge distillation that uses temperature to smooth the label distribution of a 

single image, we consider taking it to flatten the data distribution of the entire dataset by suppressing 

the frequency of head classes.
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