Contrastively Enforcing
Distinctiveness for Multi-Label
Classification




. Background

Motivation

The success of contrastive learning in single-label classifications motivates us to
leverage this learning framework to enhance distinctiveness for better performance
in multi-label image classification.

Gap

1. Insingle-label cases, an image usually contains one salient object, thus, the label
of the object can also be viewed as the unique label of the image, so it is easy to
define the positive or negative samples for an anchor image.

2. However, in multi-label cases, with a single image-level representation for an
image, it is hard to define the positive or negative samples for an anchor image
by its multiple labels.



. Background

The Attention mechanism

AWQ, K, V) = w(QK™)V

where the dot product (QK ™) € R™*" and w(-) is softmax function.

Multi-head attention is a extension of Attention mechanism, it allows the
model to jointly attend to information from different representation subspaces
at different positions

MultiAtt(Q, K, V') = concat(O1, g, -+, Op)W?,
Oy = Aw(QWE KW5E VW) fori’ €1, |k,



. Background

Following the architecture of the transformer, we define the
following multi-head attention block:

MultiAttBlock(Q, K, V') = Layer Norm(Q'" + Q"H/q;),
Q" = Layer Norm(concat(QW{, - QW) + MultiAtt(Q, K, V))

Base on the multi-head attention block, we further define a
self-attention block as follows:

SA(X) = MultiAttBlock(X, X, X)
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LxD
label-level representations: i € R

r; = SA(r;); g, = MultiAttBlock(U, r;, 7;);

SA: Self-Attention block

gi = SA(g;).




Figure 2: MulCon has two steps during training: pretrain-
ing and contrastive finetuning. The first step is to train the
label-level embedding network with binary cross-entropy
loss (LpcE) to effectively decompose an input image into
several semantic components so that the first component
corresponds to the first label, etc. The second step is to
finetune the previously trained network with contrastive loss
(Lrror) and Lpop to improve the quality of label-level
embedding.
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Why and How does Contrastive Loss Help?
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[l vethod I

However, being over distinct in the embedding space is
not always a good thing in multi-label classification !

a simple training strategy

Two Step:

1. In the pre-training step (Step 1), we pretrain the backbone and label-level
embedding network and the classification network of MulCon with the BCE
loss only.

2. In the contrastive learning step (Step 2), we then plug in the contrastive
projection network with LLCL but also keep the BCE loss.

In the first step, the BCE loss learns the label-level embeddings freely and
implicitly obtains semantic structure by the effect of several attention blocks.
After the embeddings are learned, we finetune them with LLCL to enforce
distinctiveness of the embeddings.
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. All Top-3

Method | Resolution * xp 1 cp CR | CFI OP | OR | OFI o | CR CFl| OP OR | OFI
Multi Evidence | 448 < 448 - | 80.4 702 | 749 852 | 725 | 784 845 | 622 70.6 | 89.1 643 | 747
CADM | 448 x 448 823 | 82.5 722 | 77.0 840 | 756 | 796 7.1 | 63.6 735 | 894 66.0 | 76.0
ML-GCN | 448 x 448 83.0 | 851 720 | 78.0 858 | 754 | 803 892 | 64.1 746 | 90.5 66.5 | 76.7

KSSNet | 448 x 448 837 | 846 732|772 878|762 | 815 - | - - | - - | -
MS-CMA | 448 x 448 838 | 820 744 | 784 844 | 779 | 81.0 867 | 649 743 | 909 672 | 772
MCAR | 448 x 448 838 | 850 72.1 | 780 880 | 739 | 80.3 88.1 | 655 751 | 9.0 663 | 767
MulCon (Ours) | 148 x 148 84,9 | 840 748 | 792 856 | 78.0 | 81.6 S7.8 | 659 75.3 | 90.5 67.9 | 77.6
SSGRL | 576 x 576 838 | 89.9 685 ] 768 913 | 708 | 79.7 919 | 625 72.7 | 938 64.1 | 762
C-Trans | 576 x 576 85.1 | 863 743 | 799 87.7 | 76.5 | 817 90.1 | 657 760 | 92.1 714 | 77.6
ADD-GCN | 576 x 576 852 | 847 759 | 80.1 849 | 79.4 | 820 8838 | 662 758 | 903 685 | 77.9
MulCon (Ours) | 576 x 576 86.3 | 847 773 | 80.8 850 | 799 | 82.8 886 | 67.2 765 | 910 688 | 784

Table 1: Results on the COCO dataset. The best scores are highlighted in boldface. More important
metrics including mAP, CF1, and OFI are highlighted in grey.
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Method | aero | bike | bird | boat | bottle | bus | car cat | chair | cow | table | dog | horse | mbike | person | plant | sheep | sofa | train tv mAP
RDAL | 98.6 | 974 | 96.3 | 96.2 | 752 | 924 | 965 | 97.1 | 76.5 | 92.0 | 87.7 | 96.8 | 97.5 93.8 98.5 81.6 | 937 | 82.8 | 98.6 | 89.3 | 91.9
RARL | 98.6 | 97.1 | 97.1 | 955 | 75.6 | 92.8 | 96.8 | 97.3 | 783 | 92.2 | 87.6 | 969 | 96.5 93.6 98.5 81.6 | 93.1 | 832 | 98,5 | 89.3 | 92.0
MCAR | 99.7 [ 99.0 | 985 | 982 | 854 | 969 | 974 | 989 | 83.7 | 955 | 88.8 | 99.1 | 98.2 95.1 99.1 84.8 | 97.1 | 87.8 | 98.3 | 94.8 | 94.8
SSGRL | 99.7 | 98.4 | 98.0 | 97.6 | 85.7 | 96.2 | 98.2 | 98.8 | 82.0 | 98.1 | 89.7 | 9O8.8 | 98.7 97.0 99.0 86.9 | 98.1 | 858 [ 99.0 | 93.7 | 95.0
ASL 99.9 | 984 | 98.9 | 98.7 | 86.8 | 98.2 | 98.7 | 98.5 | 83.1 | 98.3 | 89.5 | 98.8 | 99.2 98.6 99.3 89.5 | 994 | 86.8 | 99.6 | 95.2 | 95.8
MulCon | 99.8 | 983 | 99.3 | 98.6 | 83.3 | 98.4 | 98.0 | 983 | 858 | 98.3 | 90.5 | 99.3 | 98.9 96.6 08.8 86.3 | 99.8 | 87.3 | 99.8 | 96.1 | 95.6

Table 4: Results on VOCO07. Best results are highlighted in boldface.
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Method mAP | CF1 | OF1
FitsNet 574 15497704 Method mAP | CF1 | OFl
attention-transfer | 57.6 | 55.2 | 70.3 R101 + BCE 80.8 | 76.2 | 79.2
s-CLs 60.1 | 58.7 | 73.3 R101 + BCE + SCL 80.8 | 76.0 | 79.1
MS-CMA 61.4 | 60.5 | 73.8 LLEN + BCE 83.8 | 78.8 | 81.1
SRN 62.0 | 585 | 734 LLEN + BCE + LLCL | 83.7 | 78.8 | 81.1
MulCon (Ours) | 63.9 | 61.8 | 74.8 MulCon 849 | 792 | 81.6
Table 2: Results on NUS-WIDE Table 3: Ablation study of different variants and train-
dataset. The best scores are high- ing policies of MulCon.
lighted in boldface.

R101 + BCE: The backbone model, Resnet101, trained with the BCE loss

R101 + BCE + SCL: Resnet101 trained with the BCE and supervised-CL losses

LLEN + BCE: The label-level embedding network (LLEN) with R101 as the backbone trained with BCE
MulCon: The complete model of MulCon trained with the two-step policy

LLEN + BCE + LLCL: Same as MulCon except that two-step policy is not used
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Model with contrastive loss Model without contrastive loss

teddy bear te

Figure 4: Top-4 related images retrieved given an query image and label on COCO dataset. The
results for our full model (MulCon) are on the left, and the results for our model without contrastive
loss (MulCon with BCE only) are on the right. The label under each retrieved image is the one
corresponding to the embedding closest to the picked query embedding.
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Results

bicycle, chair, person, skateboard bottle, person, person, skateboard
person, skateboard skateboard

bottle, person, bottle, bowl, sink, bottle, book, oven, bowl, person, fork,
microwave, oven, oven dining table spoon, pizza
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Figure 5: Top-4 related images retrieved given an query image and multiple labels on COCO dataset.
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