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Preliminaries

What are Self-Driven Particles (SDP) Systems?

Birds Flock Fish School

Human Crowd Traffic System
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Motivation

 Features of SDP systems

1. Each individual agent is self-interested.

2. The relationship between agents are time-varying.
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Motivation

Multi-Agent Reinforcement Learning

Cooperative(within team)

StarCraft Multi-Agent Challenge(SMAC)

Multi-Agent Particle Env.

Competitive

Competitive Multi-Agent Environments

mixed-motive RL

Sequential Social Dilemma Games
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Coordinated Policy Optimization (CoPO)

 Framework
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Coordinated Policy Optimization (CoPO)

 Local Coordination

Update policy!

PPO

Local Coordination Factor (LCF) Coordinated Reward

1.          : egoistic

2.          : altruistic

3.            : sadistic

How to determine      ? 
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Coordinated Policy Optimization (CoPO)

 Global Coordination

Global Objective: sum of reward of all agents at all steps

Meta-gradient to update      :

Denote the parameters of policies before and after optimizing Local Coordination as         and         
.

policy gradient
where
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Coordinated Policy Optimization (CoPO)

 Summary

Update LCF!
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Experiments-environments

Roundabout Intersection Tollgate

Bottleneck Parking Lot
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Experiments-Main Results
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Experiments-Main Results
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Experiments-Behavioral Analysis
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Experiments-Ablation Studies
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Discussion

 EncDecInv
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Discussion

 EncDecInv-GAIL

Generator

Expert dataset

Discriminator

reward
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Discussion

Cat

Expert dataset

Discriminator

reward

 EncDecInv-Cat
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Thanks


