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Introduce

contrastive learning

InNfoNCE loss:
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Figure 1. A comparison of learning efficiency among different SSL
methods using ResNet-50. Here, the x-axis represents the train-
ing epochs of SSL, and the y-axis stands for the top-1 accuracy
of ImageNet linear evaluation. All methods have lower learning
efficiency than supervised learning, but our approach has a signif-
icantly higher learning efficiency than the existing SSL methods.
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l Introduce

under-clustering: lacking negative samples can make different object categories having overlaps

over-clustering: the model over-clusters samples of the same actual categories into different clusters
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l Introduce

Triplet loss
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C is a margin deciding whether or not to drop a triplet.



l Method

use the hardest triplet to represent the overall Loss = max (d(z, ) — d(z, Thrdest)s C)
triplets, since Xy gest 1S the hardest negative sample,

we have d(X, Xpgrgest) < d(x, x; ) foralli. ] under-clustering problem



l Method

over-clustering problem
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l Method

o -« 5

truncated trlplet
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Truncated triplet loss ~ Loss = max (yd(z,2") — d(z, 25, ), C)

® rank-k triplet loss: the k-th element are selected from {d(x, x; )}, yielding: d(X, Xgepury) = d(X, Xrgnr—k)

® smoothed-rank-k triplet loss: selecting the top-2, top-3, ..., top-(2k+1) elements from {d(x, x; )} and

Yielding: d(aj?x;eputy) = L d(.fl',’,IL'_ - k = %



l Method

assumption: with a high probability, the image pairs from the same category have higher feature
similarities than other pairs, and the distances between these pairs are smaller than other pairs.

event: the rank-k negative sample and the query belong to the same category.

Bernoulli Distribution model Pr = Y ClLp’(1 —p)™~?
j=k

p is used to denote the probability that a negative sample and the query belong to the same class

— — — —-121
on ImageNet, we have p = Tloo m =104k =m/2  Pr=653e
m=104,k =5 Pr = 3.03e~%4



I Experiments

Linear evaluation on ImageNet:

Table 2. Top-1 accuracy and training epochs of state-of-the-art
methods on ImageNet using linear classification for evaluation.

Method top-1 acc. train epochs
Random 44 0
Relative-Loc [13] 38.8 200
Rotation-Pred [19] 47.0 200
DeepCluster [5] 46.9 200
NPID [50] 56.6 200
ODC [53] 534 200
SimCLR [7] 60.6 200
SimCLR [7] 69.3 1000
MoCo [24] 61.9 200
MoCo v2 [8] 67.0 200
MoCo v2 [8] 71.1 800
SwAV [6] (single-crop) 69.1 200
SwAV [6] (multi-crop) 72.7 200
BYOL [22] 71.5 200
BYOL [22] 72.5 300
BYOL [22] 74.3 1000
SimSiam [9] 68.1 100
SimSiam [9] 70.0 200
SimSiam [9] 70.8 400
SimSiam [9] 71.3 800
supervised 76.3 100
supervised + linear eval 74.1 100
supervised 78.4 270




I Experiments

Transferring to downstream tasks:

(classification problem) Table 3. Object detection results on COCO 2017 for Mask-RCNN.
Method ApBex | ppMask
Random 356 314
Relative-Loc [13] 40.0 35.0
Rotation-Pred [19] 40.0 349
NPID [50] 39.4 345
MoCo [24] 409 355
MoCo v2 [8] 409 355
SimCLR [7] 396 346
BYOL [22] 40.3 35.1
supervised-100 40.0 347
supervised-270 420 37.7

Table 4. Object detection results on VOC07+12 for Faster-RCNN.

Method AP50Ber  ApBer  aAp75Boez
Random 59.0 32.8 31.6
Relative-Loc [13] 80.4 55.1 61.2
Rotation-Pred [19] 80.9 55.5 614
NPID [50] 80.0 54.1 59.5
MoCo [24] 814 56.0 62.2
[8]
SimCLR [7] 794 51.5 55.6
BYOL [22] 81.0 51.9 56.5
81.8 56.4
supervised-100 8l.6 54.2 598
supervised-270 822 56.9 63.1




I Experiments

Transferring to downstream tasks:

(matching problem)

Table 5. Comparison with state-of-the-art methods on SYSU-30k.

supervision method rank-1
DARI [44] 11.2
o . DF [12] 10.3
Transfer learning Local CNN[52]  23.0
MGN [47] 23.6
, ‘ . W-Local CNN [46] 28.8
Weakly supervised W-MGN [46] 9 5
SimCLR [7] 10.9
MoCo v2 [8] 11.6

Self-supervised BYOL [22] 127




I Ablation study

event A: all the batch samplings

Table 6. Effect of avoiding over-clustering.
Training epoch event 0 180

even.t B: If a batch c.:ontalns at least . Pr(Q[A) | 0.1538 0.9656
two images belonging to the same = Pr(Q|B) | 0.1618 0.9948

actual category

event Q: If (at least) these two
images are mis-considered a false-
negative pair




I Ablation study

Table 7. Impact of margin.
Margin | C=-0.3

Top-1 accuracy | 28.3

Table 8. Impact of rank-k.
Rank-k | rank-1

Top-1 accuracy | 28.9
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