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Decoupled Knowledge Distillation
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Decoupled Knowledge Distillation

Target Class Knowledge 
Distillation (TCKD)

Non-Target Class Knowledge 
Distillation(NCKD)
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Effects of TCKD and NCKD

2. Noisy Labels

1. Applying Strong Augmentation

3. Challenging Datasets(e.g., ImageNet)
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Effects of TCKD and NCKD

The loss weight of well-predicted samples are suppressed by the high confidence of 
the teacher.
To verify this, authors rank the training samples according to 𝑝𝑡

𝑇 , and evenly split 
them into two sub-sets. For clarity, one sub-set includes samples with top-50% 𝑝𝑡

𝑇

while remaining samples are in the other sub-set. Then they train student networks 
with NCKD on each subset to compare the performance gain (while the cross-
entropy loss is still on the whole set).
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Decoupled Knowledge Distillation
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Multi-Label Knowledge Distillation
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Hyperparameter Selection

ResNet32×4 and ResNet8×4 are set as the teacher and the student, respectively. 
Firstly, they prove that decoupling (1 − 𝑝𝑡

𝑇) and NCKD can bring reasonable performance 
gain (73.63% vs. 74.79%) in the first table. 
Then, they demonstrate that decoupling weights of NCKD and TCKD could contribute to 
further improvements (74.79% vs. 76.32%). 
Moreover, the second table indicates that TCKD is indispensable, and the improvements 
from TCKD are stable with different α around 1.0.
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Experiments

results on the CIFAR-100 validation with teachers and students in the same architectures
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Experiments

results on the CIFAR-100 validation with teachers and students in different architectures
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Experiments
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Experiments
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Experiments-Training Efficiency
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Experiments-Big Teachers



15

Experiments-Feature Transferability
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Experiments-Visualizations


