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Preliminary

Lemma 2.1 Let 𝑓 ∶ [0, 1]𝑛→ [0, 1] be a 
neural network satisfying |𝑓 (𝑥) − 𝑓 (𝑦)|

≤
𝐿

𝑛
‖𝑥 − 𝑦‖. Let ҧ𝑓 denote the median 

value of 𝑓 on the unit hypercube. Then, 
for an image 𝑥 ∈ [0, 1]𝑛 of uniform 
random pixels, we have |𝑓 (𝑥) − ҧ𝑓| ≤ 𝑡
with probability at least

1 −
𝐿𝑒−2𝜋𝑛𝑡

2/𝐿2

𝜋𝑡 𝑛
.
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Decision Boundary

We take a page from the mixup playbook and plot decision bounda-

ries along the convex hull between data samples. We first sample a 

triplet (𝑥1, 𝑥2, 𝑥3) ∼ 𝐷3 of 𝑖. 𝑖. 𝑑. images from the distribution 𝐷. 

Then, we construct the plane spanned by the vectors 𝑣1 = 𝑥2 − 𝑥1, 

𝑣2 = 𝑥3 − 𝑥1 and plot the decision boundaries in this plane. To be 

precise, we sample inputs to the network with coordinates

𝛼 ∙ 𝑚𝑎𝑥(𝑣1 ∙ 𝑣2, 𝑝𝑟𝑜𝑗𝑣1𝑣1 ∙ 𝑣2 )𝑣1 + 𝛽(𝑣2 − 𝑝𝑟𝑜𝑗𝑣1𝑣2)

for −0.1 ≤ 𝛼, 𝛽 ≤ 1.1
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Decision Boundary
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Reproducibility Score
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Reproducibility Score



7

Optimizer
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Double Descent
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Double Descent



10

Double Descent
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Double Descent
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Fragmentation Score
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Reproducibility Score
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Median Margins


