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Background

 Unsupervised Domain Adaptation(UDA)

Bike:

Keyboard: 

Source domain 
with annotations

Target domain 
without annotations

 Goal: Achieving good performance on the target domain.

Solution: Domain Alignment

public



Background

 Source-Free Domain Adaptation(SFDA)

Private Source
Domain

Model

Public Target
Domain

Due to data privacy or intellectual property, we can solve the UDA problems by 
only utilizing the model trained by source domain.



Motivation

 Previous methods ignore the intrinsic neighborhood structure of the target 
data in feature space which can be very valuable to tackle SFDA.

• Observation:

Even though the target data might have shifted 
in the feature space (due to the covariance 
shift), target data of the same class is still 
expected to form a cluster in the embedding 
space. 



reciprocal nearest neighbors (RNN)

 A well-established way to assess the structure of points in high-dimensional spaces is by 
considering the nearest neighbors of points.

reciprocal nearest 
neighbors 



Methods-NRC

• The author try to assign different weights to the supervision from nearest neighbors and aims to achieves 
source-free domain adaptation by encouraging reciprocal neighbors to concord in their label prediction.

 Objective

 reciprocal nearest neighbors(RNN) 



Methods-NRC

 reciprocal nearest neighbors(RNN) 

 affinity value

0.1
=



Methods-NRC
 Features memory bank and prediction scores memory bank

k is the index of the k-th nearest neighbors of zi

 Consistent prediction

 self-regularization

• To further reduce the potential impact of noisy neighbors in NK, which belong to the different class but still are RNN

 prediction diversity loss



Methods-NRC
 expanded neighbors of feature zi

• The author directly assign a small affinity value r to those expanded neighbors, since they 
are further than nearest neighbors

 Final Loss



Algorithm



Experiments

 Office-31

 Office-Home



Experiments

 3D point cloud dataset

 VisDa



Experiments-Analysis

source model source model
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Experiments-Analysis

• It shows that after adaptation, the ratio of all types of neighbors having more correct 
predicted label.

• Before
• Ar→Rw of Office-Home



Thanks
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