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Background

Problem: Exploration and Exploitation

Exploitation higher immediate reward & local optimum

sacrifice immediate reward & wider spaceExploration



Classic exploration methods

1.ε-greedy : Select greedy action with probability of (1-ε) 

Select action  randomly with probability of ε

ε decreases with the increase of the agent step

2.Boltzmann distribution : Select action according to the Boltzmann distribution of Q-value (softmax)

3.Upper confidence bounds(UCB) : 

4.Thomson Sample : posterior sampling

(1)Set up Q-value distribution estimates for each action

(2)Sample randomly from each distribution to get  Q-value,and select the action with 

the maximum Q-value

(3)Update distribution parameters based on reward



Benefits of posterior sampling

⚫ The upper regret bound  is reduced

⚫ The randomness in posterior sampling could yield positive bias, which boosts optimistic behaviors

⚫ the property of temporal extended exploration(deep exploration)



Randomized least-squares value iteration（RLSVI）

Step1: Given initial value of θ (Ɩ=0)

Step2: Q-value comes from Φθ,and select action 

with greedy strategy

Step3: Update θ according to Bayesian regression

Step4: Repeat steps 2 and 3 for each episode



Bayesian Linear Regression



Problem in extending to DRL

➢ Provided feature Φ

➢ The computational complexity 

QFeatures  Φ

Covariance matrix



Hypermodel

A linear hypermodel can represent essentially any distribution over functions



HyperDQN

Φ in RLSVI θ in RLSVI



Loss function



Theorem



Noise choice

z-dependent noise is indispensable



Algorithm



Experiment

Atari



Experiment

SuperMarioBros

Deep Sea
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