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Experience Replay
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⚫ eliminate circular dependencies
⚫ higher data efficiency
⚫ better data distribution (i.i.d)



Prioritized Experience Repaly
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⚫ RL agent can learn more effectively from some transitions than from others

⚫ Any loss function evaluated with non-uniformly sampled data can be transformed

into another uniformly sampled loss function with the same expected gradien

importance sampling ratio



Intuition
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⚫ In actor-critic methods, the goal is to learn the Q-function induced by the current 
policy (actor's policy), for a fixed policy,  the MDP beacomes a Markov chain

⚫ In this case, it might be more beneficial to prioritize the correction of (potentially 
small) TD errors on frequently encountered states, which are more problematic 
than in low-frequency ones, as they will negatively impact policy updates more 
severely



Learn the Q-function
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Bellman equation

Bellman operator

loss for Q-network

replay buffer Tend to

introduce prioritization

sampling distribution

objective

select a favorable priority distribution



Contraction Mapping
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Contraction Mapping
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Contractive properties of the
Bellman operators
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Contractive properties of the
Bellman optimal operators
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Policy-dependent Norms
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⚫ The         norm reflects a distance over two Q functions under the worst possible 
state-action pair, and is independent of the current policy

⚫ If two Q functions are equal everywhere except for a large difference on a single 
state-action pair that is unlikely under        

⚫ The         distance between the two Q functions is large
⚫ In practice, however, this will have little effect over policy updates as it is 

unlikely for the current policy to sample the pair

⚫ Our goal with the TD updates is to learn        , a distance metric that is related to π
is a more suitable one for comparing different Q functions



Policy-dependent Norms 
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a distribution over state-action pairs

⚫ Policy-dependent Norm
⚫ closely tied to the LQ objective



Policy-dependent
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Two challenges 
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estimate 

need lots of on-policy samples
increase the sample complexity 

hard to estimate importance ratio 

on-policy off-policy (with replay buffer)



Likelihood-free density ratio estimation 
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⚫ Estimate the density ratio only rely on samples (e.g. from the replay buffer)

⚫ Two types of repaly buffer
⚫ smaller (faster) replay buffer
⚫ regular (slow) replay buffer

f -divergences

bigger size, more off-policiness

smaller size, more on-policiness



Likelihood-free density ratio estimation 
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⚫ Estimate the density ratio via minimizing the follow objective over network

the outputs                     are forced to be non-negative via activation functions

⚫ self normalization with temperature hyperparameter T

⚫ The final objective for TD learning over Q is then

estimate via MC



Pseudo Code
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Experiments 

17/22



Experiments 
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What's more 

19/22CS294-112 at UC Berkeley



What's more 
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What's more 
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The End
thanks


