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Background-BatchRL

· Traditional RL update its Q or V by the experiences
collected recently,but Batch RL’s experiences come from
different policy.Because Traditional RL’s experiences are
usually collected by the behavior agent which has been
iterated several epochs ago,sharing the similar (s,a)
distribution with the current behavior agent.But the
Batch RL collects its experiences by expert behavior or
even some trash agents,so it’s hard for Batch RL to learn
correctly from these out-of-distribution experiences.

Differences between RL and BatchRL



Background-BatchRL

· IL usually needs the experiences collected by the
expert, because IL extrapolate the actions only by the
states.But batch RL can use any experiences(with high
coverage of (s,a)),because batch RL can extrapolate the
Q or V from the now state,and then choose actions
according it.
·In conclusion,IL aims at making connections between
states and actions,but Batch RL making connections
between states and the estimated Q value of (s,a) or V
value of (s).

Differences between IL and BatchRL



Analysis of Extrapolation Error

· Absent Data
When (s,a,r,s’) is chosen to
update the Q value,we need
the optimal action of s’ called
a’,then we use Q(s’,a’) and r
to update Q(s,a).However,if
we didn’t have (s’,a’) in the
batch,the Q(s’,a’) will be
wrongly estimated which can
causes Q(s,a) wrong too.

· Model bias
When facing stachostic MDP,
choosing a in state s may lead
to the state 𝑠′1 and 𝑠′2 with
different probabilities. But if
the batch only have (s,a,r, 𝑠′1)
in,it may cause the equation
below being estimated
wrongly.

· Training mismatch
The same with other two
problems.
Like PPO and TRPO,off-plicy
methods which bound the
agent update in a limitation
which prevents from out-of-
distribution.
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Algotirhm

The equation of Q_target

VAE introduce action and action distribution like PPO

Update pertube net to find the maximum Q Value

VAE用于bound action的范围，扰动网络
用于寻找出最优的动作（diversity）
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