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• Multi-label learning vs. ordinary supervised learning
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Multi-Label Learning

Ordinary supervised learning
(only one ground-truth label)

Multi-label Learning
(multiple ground-truth labels)

instance label instance label

label

label

……



• Human protein atlas image classification

3

Multi Label Learning: Applications



• Automatic Retail Checkout

[Wei et al., arxiv 2019]
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Multi-Label Learning: Applications



• Global Average Pooling (GAP)

Attention heatmap
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Background: Class Activation Mapping 



• Two-branch network

• Weighted binary cross entropy loss
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The Proposed Network



• Two-branch network

• Visual Attention Consistency

• The joint objective function
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The Proposed Network



• Equivariance of Representation
◦ Study how transformations of the input image are encoded by the 

representation
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Understanding Representation



• Learning the equivariance
◦ Equivariant transformations can be learned empirically from data, and 

amount to simple linear transformation of the representation output 

• Equivariant transformations:
◦ Scaling, rotation, flipping, translation

• Equivariant representation:
◦ HOG

◦ Early convolutional layers in CNNs

9

Understanding Representation



• Main differences
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Connection to Consistency Regularization

◦ Different transformations

◦ Impose  transforms on the final 
output (high-level representation).

◦ Single transformation

◦ The proposed method enforces 
attention consistency at middle-
level representation.

Impact to 
the network

<



• Ablation studies
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Experiments



• MS-COCO
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Experiments



• WIDER
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Experiments



• Visualization
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Experiments
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