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Introduction

𝑦𝑖 is supervision signal.

No supervision signal.

𝑣𝑖
+ typically produced by data augmentation.



Introduction

• Whether the feature spaces learned by unsupervised Contrastive Loss (CL) is balanced? 

• Benefits of balanced feature spaces?

• How to learn balanced and discriminative feature space? 
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• Feature spaces learned with different losses on long-tailed datasets.
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Whether CL is balanced?

• Balancedness metric
A feature space V is balanced if the representations {vi} from

different classes within it have similar degrees of linear separability.

C is number of classes, 𝜎 is a fixed parameter.

metric 𝛽

This metric achieves its maximum when all the class-wise accuracies are equal, 

i.e., there being no separability bias of the learned representations to any class.

Balanced

the accuracy of a linear classifier

∝



more imbalanced more imbalanced

• The model trained with the unsupervised contrastive loss generates a more balanced feature space.

What are the benefits from a balanced model for recognition?

Whether CL is balanced?
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Benefits of balanced feature spaces?

• Out-of-distribution generalization (open-set)

• Cross-domain and cross-task generalization



Benefits of balanced feature spaces?

• Out-of-distribution generalization (open-set)

• Cross-domain and cross-task generalization

• More balanced representation models tend to generalize better for recognizing unseen classes.
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Balance VS generalization？



Benefits of balanced feature spaces?

• Out-of-distribution generalization (open-set)

• Cross-domain and cross-task generalization

• The generalization performance not simply stem from using self-supervised pre-training, but 

indeed come from learning more balanced feature spaces.

Benefit : generalization
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Introduction

𝑦𝑖 is supervision signal.

No supervision signal.

𝑣𝑖
+ typically produced by data augmentation.

Supervised contrastive learning (SCL) :
• SCL uses all the instances  from the same class to construct the positive pairs, which cannot avoid the 

dominance of head classes.



K-POSITIVE CONSTRASTIVE LOSS

Contrastive Learning have limited capability of semantic discrimination, enen two instances 

from the same class are forced to be apart from each other in the learned feature space.

Draws k instances from the same class to form the positive sample set 𝑉𝑖,𝑘
+ , instead of only using its augmentation.

k brings two benefits:

• It uses the label information to learn discriminative representations.

• It uses the same number of instances (i.e., k) for all the classes, which balances the representations.

The difference with supervised contrastive learning (SCL) :
• SCL uses all the instances  from the same class to construct the positive pairs, which cannot avoid the 

dominance of head classes.



Contributions

• We are the first to study self-supervised contrastive learning on imbalanced datasets.

• We are the first to reveal that the model trained by contrastive learning can learn 

balanced feature spaces.

• Our empirical analysis proves that learning balanced feature spaces benefits the 

generalization of representation models.

• We develop the k-positive contrastive learning (KCL) method to learn balanced and 

discriminative feature representations.



Experiments

• Experiments on ImageNet-LT(left) and iNaturalist(right).



• Experiments on feature space balancedness(left) and class-wise accuracy.

Experiments



Experiments

Pre-training representation models for downstream tasks.

• Out-of-distribution (OOD) Generalization(Open-set).

• Cross-domain and cross-task generalization.
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