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Background

We extend existing multi-label losses to this setting and constrain the number of  expected positive labels 

during training :

1. An effective method for this setting could allow for significantly reduced annotations costs for future 

datasets.

2. Multi-class datasets may have images that actually contain more than one class. For instance, the iNaturalist

dataset has many images of  insects on plants, but only one is annotated as the true class.

3. It is of  scientific interest to understand how well multi-label classifiers can be made to perform at the 

minimal limit of  supervision.



Background

Our experiments show that training with a single positive label per image allows us to 
drastically reduce the amount of supervision required to train multi-label image 
classifiers, while only incurring a tolerable drop in classification performance

𝐿𝐵𝐶𝐸 receives all 20 labels per image, while 
the other methods only receive one positive 
label per training image. Despite having a 
factor of 20 times fewer labels, our 𝐿𝑅𝑂𝐿𝐸
approach achieves comparable performance 
to the fully labeled case (𝐿𝐵𝐶𝐸 )



Background

For Fully Observed Labels :

For Partially Observed Labels :

ignores unobserved negatives (IUN)

Positive Only Labels :

unobserved



Methods

Weak negatives ：

Label Smoothing ：

pseudo-negative sampling:

Sum of  labels: L

Def:



Methods

Positive Regularization :

, the squared error



Methods

Online Estimation of Unobserved Labels :

We write the estimated labels as :

the label estimator

the stop-gradient function

The 𝐿𝐵𝐶𝐸 term encourages the image classifier predictions 𝐹𝐵 to match the estimated labels ෨𝑌𝐵, 
while the 𝐿𝐸𝑃𝑅 term pushes 𝐹𝐵 to correctly predict known positives and respect the expected 
number of positives per image.

update φ while assuming θ is fixedupdate θ while assuming that φ is fixed



Experiments

Multi-label test set mean average precision (MAP) for different multi-label losses on four different 
image classification datasets.
We present results for two scenarios: (i) training a linear classifier on fixed features and (ii) fine-tuning 
the entire network end-to-end.
For losses labeled with “LinearInit.” we freeze the weights of the backbone network for the initial 
epochs of training and then fine-tune the entire network end-to-end for the remaining epochs.



Experiments

Training set MAP for multi-label predictions evaluated 
with respect to the full ground truth labels. These values 
measure how well each method recovers the true 
training labels despite being trained with one positive 
label per image.



Experiments

Distribution of predicted probabilities for 
unobserved positives when training with a 
single positive per image for COCO. Each 
column represents a normalized histogram 
and white pixels indicate a frequency of 
zero. Training with 𝐿𝑅𝑂𝐿𝐸 (right) results in 
the recovery of a significant number of the 
unlabeled positives as evident by the 
majority of the probability correctly being 
con- centrated at 1.0 (top right) by the end 
of training. 𝐿𝐴𝑁 (left) does not exhibit the 
same behavior.
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