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Experience Replay
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⚫ eliminate circular dependencies
⚫ higher data efficiency
⚫ better data distribution (i.i.d)



Prioritized Experience Repaly
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⚫ Key Idea: RL agent can learn more effectively from some transitions than from others

⚫ Measured criterion of transition importance

⚫ The amount that agent can learn from a transition

⚫ TD error

⚫ The sample process need to be stochastic

⚫ transitions with low TD error are rarely be sampled

⚫ focus on small subset of the experience (over-fitting)

⚫ sensitive to noise spike

Schaul T, Quan J, Antonoglou I, et al. Prioritized experience replay[J]. arXiv preprint arXiv:1511.05952, 2015.

not directly accessible

how ‘surprising’ the transition

is



Stochastic Prioritization
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the priority of transition i

between uniform sampling and 
greedy sampling

power-law distribution with 
exponent α (more robust)



Annealing the Bias
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Tabular method (Q-learning)

NN method (DQN)



Annealing the Bias
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annealing to 1

for stability reasons



Pseudo Code
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NIPS 2020



General Result
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Any loss function evaluated with non-uniformly sampled data can be transformed 
into another uniformly sampled loss function with the same expected gradien

PER can be replaced entirely by this new loss function without impact to empirical 
performance

This relationship suggests a new branch of improvements to PER by correcting its 
uniformly sampled loss function equivalent



Preliminaries
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Sampling and Loss Functions
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importance sampling ratio



Sampling and Loss Functions
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使用优先采样重放的 L1 损失和使用均匀采样重放的的 MSE 损失具有相同的期望梯度方向



Theorem 1
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Corollary 1
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Corollary 2
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Theorem 2
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Corrections to PER
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Corollary 3
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Corollary 3
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Corollary 3
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Theorem 1

然而，在实践中，L1 损失可能并不可取，因为每次更新都步进一个固定大小的步长，如
果学习率太高，可能会超出目标（overstepping the target）



LAP & PAL 

20/22

Corollary 1



Experiments 
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Experiments 
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The End
thanks


