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Introduce

knowledge distillation + object detection

foreground-background class imbalance

Distill the whole feature may introduce much noise because 
of the imbalance between the foreground and background.

only focus on foreground

Considering that background regions are useless or even 
harmful for distillation.



Introduce

The difference between student’s attention and 
teacher’s attention in the foreground is quite significant.

focal distillation

focal distillation calculates the attention of different pixels and channels in 
teacher’s feature, allowing the student to focus on teacher’s crucial 
pixels and channels.

global distillation

we utilize GcBlock to extract the relation between different pixels and then 
distill them from teachers to students.

It is generally acknowledged that the relation between 
different objects contains valuable information in object 
detection.

focal distillation + global distillation



Method



Focal Distillation
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Focal Distillation

feature loss
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Global Distillation

Wk, Wv1 and Wv2 denote convolutional layers, LN 
denotes the layer normalization, Np is the number of pixels 
in the feature and λ is a hyper-parameter to balance the 
loss.

overall loss

global loss



Experiments



Ablation



Ablation



Visualization



Thank you


