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Adaptive Fourier Neural Operators:
Efficient Token Mixers for Transformers



Compared with the sota transformers



MetaFormer and Token Mixer



Global Filter Networks (GFN)

① spatial token mixing via fast 
Fourier transform (FFT)

② frequency gating

③ inverse FFT for token demixing

Shortcomings: 
1. lacks adaptivity and expressiveness at high resolutions since the parameter count 

grows with the sequence size
2. no channel mixing is involved in ②



Approach

Token mixing Operator learning

continuous elements 
in the function space

continuous global 
convolution

Fourier neural operator



Modification



Modification：Block-Diagonal Structure and Weight Sharing
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Modification：Soft-Thresholding

Images are inherently sparse in the Fourier domain, and most of the energy is 
concentrated around low frequency modes.

Thus, one can adaptively mask the tokens according to their importance 
towards the end task.



Experiments

ImageNet-1k inpainting

Few-shot segmentation



Experiments

Cityscapes segmentation

ImageNet-1k classification



Experiments

Ablation studies

Visualization



Thanks


