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Unsupervised Domain Adaptation(UDA)
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✓ Goal: Achieving good performance on the target domain.

Solution: Domain Alignment



Background

✓ 减小最大均值差异 (Maximum Mean Discrepancy)

✓ 对抗找到不变特征 (Domain-invariant features)
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 However, it is obvious that not all regions of an image are transferable, while 
forcefully aligning the untransferable regions may lead to negative transfer.

 Ignore features that are not helpful for category discrimination.

Motivation

Alignment



Transferable Attention for Domain Adaptation

 Multi-adversarial network is developed for local attention to highlight the representations of 
those regions with higher transferability

 Global adversarial network (green) is utilized to enhance the prediction certainty of the images 
more similar in the feature space across domains.



Transferable Local Attention
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Transferable Global Attention

Attention Loss



Finally Objection

minmax
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