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Robustness to label noise is usually pursued by 
identifying noisy samples to:

1. reduce their contribution in the loss
2. correct their label
3. abstain their classification
4. regularizing label noise information in DNN weights
5. small sets of correctly labeled data

directly learning image representations rather than a class mapping
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per-sample loss

对比损失

𝑥𝑖 denotes the training sample that combines two minibatch 
samples 𝑥𝑎 and 𝑥𝑏
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Memory bank

unless a large minibatch is used during training, few positive 
and negative samples are selected, which negatively affects 
the training process

ℒ𝑖
𝑀𝐸𝑀 contrasts the 2N samples with the M memory samples, 

thus extending the number of positive and negative samples

ℒ𝑖
𝑀𝐸𝑀 Similar to ℒ𝑖

𝑀𝐼𝑋
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Label noise detection

estimating a class probability distribution from the representation zi 
by doing a k-nearest neighbor (k-NN) search:
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Semi-supervised learning

Classification refinement



experiment



experiment



Ablation study



experiment



thanks


