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Object Re-identification (Re-ID)
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Object Re-identification (Re-ID) -- Domain Gaps
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Previous UDA Methods on Object Re-ID

Unsupervised domain adaptation(UDA) re-ID : transfer the knowledge from source domain to target domain

Exist methods generally follow a two-stage scheme:
1. Supervised pre-train on source domain
2. Unsupervised fine-tuning on the target domain(generate pseudo-label by clustering)
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Previous UDA Methods on Object Re-ID

Limitations:
1. The accurate source-domain ground-truth 

labels are valuable but were ignored during 
target-domain training.

2. Discard difficult but valuable clustering  outlier 
samples from being used for training.
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SpCL framework



7

Prototypes
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Contrast
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Unified Contrastive Loss

Propose a self-paced contrastive learning framework:

𝑥𝑠, 𝑥𝑐
𝑡, 𝑥𝑜

𝑡 : {源域，目标域簇，目标域离群点}样本
𝑤𝑘源域类别k的中心（取平均）
𝑐𝑘 目标域第k个簇的中心
𝑣𝑘 目标域的离群样本k

Unified Contrastive Learning Loss:
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Update Memory -- Source-domain Class Centroids
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Update Memory -- Target-domain Instance Features



12

Cluster Reliability Criterion
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Algorithm
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Domain Adaptive Object Re-ID Performance



15

Performance on the Source Domain
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Unsupervised Person Re-ID
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SpCL for Unsupervised Object Re-ID
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Algorithm
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Unsupervised Object Re-ID Performance
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