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Background

• Re-sampling the training data 

• Reweighting the loss functions 

• Employing transfer learning methods

There are some inner connections between images and text descriptions of the same class, especially when it comes to some visual 
concepts and attributes. Text descriptions are prior knowledge that can be summarized by experts, which could be useful when there 
are no sufficient images to learn general class-wise representation for recognition.
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Methods

Feed into the visual encoder
and linguistic encoder



Methods

Anchor Sentence Selection(AnSS):

For each text sentence 𝑇𝑖, we score each sentence 𝑇𝑖, by 
computing the ℒ𝑙𝑖𝑛 between the sentence and the image 
batch 𝐼′. Then, we select 𝑀 text sentences with the smallest 
ℒ𝑙𝑖𝑛 as the anchor sentences for the follow-up visual 
recognition.

Language-Guided Recognition Head((LGR)):

the classification probabilities based on visual and linguistic representation



Experiments

ImageNet-LT:



Experiments

Places-LT: iNaturalist 2018:



Experiments



Experiments

The method can effectively learn common visual concepts, 
and even the rare concepts where CLIP makes mistakes, such 
as “spot” texture and “stick” shape.
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