
Label Structure Preserving Contrastive Embedding
for Multi-Label Learning with Missing Labels



Background

What is multi-label learning?

Partial Multi-Label Learning (PML)

 PML requires all positive labels are annotated.
 Find the most likely label in the candidate label set.

Multi-Label Learning with Missing Labels (MLML)

 Complete positive labels are not required in MLML.
 An unannotated label may be a true negative label or 

false negative label.

It’s difficult and 
impractical to 
annotate the full 
label set!



Background

How to alleviate the effect of false negatives due to miss-labeling?

Loss Function
Due to the positive-negative imbalance, loss function needs to put less weight on negative instances, especially on FN ones

Noisy Label
Missing label can be regarded as a branch of label noise problem, which means that we can find the noise transition matrix T 
that characterizes the probabilities of a training example being wrongly annotated. (Find anchor point? KNN?...)

Discard very easy negatives, down-weight low 
probability negatives, and reject hard negatives

Network Architecture
Use transformer-based model to locate multiple regions of interests.



Motivation

How to evaluate similarities between samples? Directly use Contrastive Learning?

Hard to separate the positive and negative instances due to label missing, 
especially when the number of categories goes large.

Correlations between labels and between instances can be very helpful in finding missing labels.
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Low-rank local label dependency

The rank of the label sub-matrix for 
samples that share the same label 
should be small.

High-rank global label dependency

The rank of the label matrix for all 
samples should be large because of 
label diversity.



Method

Let                                denote a batch of images, where N is the batch size, H and W are the height and width of the 
images. For the i-th image                , we denote                          the observed label vector, and                           the 
ground truth label vector, where C is the size of label set.

Contrastive loss: The deep embedding
of          dimension of input 
instance sub-matrix X

Increase the intra-
class similarity

Increase inter-
class separation



Method

Update positive label set

The positive label set with Label Correction (LaCo) can be represented as follows

CLML loss can be expressed as:

Where 𝑁ா indicates that the positive label set starts updating.

If the prediction is larger than threshold, then we can think of it as a false negative(label missing) sample and change its label.

The final loss is:



Method



Experiment

Experiment setting
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Aside

“Hill” loss can be calculated by re-weighting MSE loss

Self-Paced Loss Correction (SPLC)

Probability shift
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