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Background

Supervised Learning vs Unsupervised Learning 



Background

Self-Supervised Learning (SSL)

—— a method of unsupervised learning.

It can be classified to

① Context Based *

② Temporal Based

③ Contrastive Based *

—— Video, Dialogue

—— Constructing positive and negative samples

—— Text, Picture (Rotate, Color, Cut)



Motivation

Masked Image Model (MIM)
—— ① Context Based 

Blue solid box ： Other works

（Random Mask）

Red solid box ： This work

（Learned Mask）



Method

Adversarial Inference-Occlusion Self-supervision (ADIOS)

ADIOS consists of two components

inference model I

occlusion model M

The two models are learnt by solving for



Hypotheses

Inference model I

An interesting question for auto-encoding I is : where does the imputation happen?

① Encoder only ② Decoder only

③ Both

Given these scenarios, ① is clearly best suited for representation learning, as it requires the encoder 

to reason about the missing parts based on observed context, beyond just extracting image features.



Method

Inference model I

Our objective can thus be written as 

Suffer from “collapse” !

In Contrastive Based SSL Framework, we take SimCLR

as an example

Left: SimCLR Right: SimCLR + ADIOS

So, we can write the SimCLR-ADIOS objective as



Method

Occlusion model M

U-Net 

and

We find that the simplest setup suffices, and we use U-Net as the backbone, which is commonly 

used for semantic segmentation, a pixelwise SoftMax layer to generate N > 1 masks. 



Method

ADIOS （M and I ）

The two models are learnt by solving for

Some mask m𝒏 occludes everything, with the 

other {N}\𝒏 masks not occluding anything.

We introduce a sparsity penalty p𝒏

ADIOS, N > 1.



Method

ADIOS （M and I ）

Final objective :

ADIOS, N > 1.

Lightweight ADIOS :

Randomly sample one from N generated masks.



Experiment

Linear evaluation and k-NN 

Models using ADIOS consistently outperform

their respective SSL baselines beyond the 

margin of error.



Experiment

Lightweight ADIOS and clustering 

The results in Tab. 2 show that this much cheaper model 

also achieves impressive performance.

The results in Tab. 3 show that ADIOS improves the 

performance of baseline SSL methods on all three metrics 

for both datasets.



Experiment

Transfer learning

Results show that ADIOS improves transfer 

learning performance on all four datasets, 

under both linear evaluation and fine-tuning.

We use CIFAR-ResNet for fine-tuning, however 

we have to use the original architecture for 

linear evaluation in order to use the pretrained 

weights, which leads to poor performance.



Experiment

Robustness

Our results show that all three SSL-ADIOS 

models outperform their respective baselines 

on all variations, demonstrating that ADIOS-

learned representations are more robust to 

changes in both foreground and background.

The original figure’s (Orig.) background is replaced by background 

from another image in the same class (M.S.), from a random image 

in any class (M.R.) or from an image in the next class (N.R.).



Experiment



Experiment

Masking Schemes



Thanks
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Background

Noisy labels

Dog (clean)

Cat (noisy)

In multi-class classification task

symmetric label noise

asymmetric label noise

for all labels

for single labels

Type



Background

Label smoothing (LS)

is the number of label classes

is the smooth rate in the range of [0, 1]



Motivation

But …

The advantage of LS vanishes in a high label noise regime!

LS helps with improving robustness when learning with noisy labels.(from ‘Does label smoothing mitigate label noise?’)



Method

Generalized label smoothing (GLS)

extend

NLS

CE



Experiment
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