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Offline RL Policies Should be Trained to be Adaptive



Background



Uncertainty in offline RL represents agent's estimation of environment

Motivation

Static datasets of offline RL ⟹ the learned policy is often conservative 

But it remains unclear whether conservative objectives are the best approach for designing 
offline RL algorithms.

The learned policy penalizes actions with high uncertainty to avoid OOD actions

Use an ensemble of Q-networks

take the minimum Q value while update Q-networks



Motivation

City navigation Locked doors

Efficiency first : the side street
Conservative policy : the large road

Adaptive : try the side street and reverts to the 
large road if unknown circumstances arise

Standard offline RL : error prediction of 
image will try to open a locked door forever

Adaptive : try another door  

Offline RL Policies Should be Trained to be Adaptive



Analysis

Many potential MDPs behave identically in the dataset, 
but differ on out-of-sample states and actions.Insufficient data coverage 

The dataset does not uniquely identify �∗ of  the true environment

So the dataset induces epistemic uncertainty about the identity of the MDP

From a Bayesian perspective:

Because the learned policy will be deployed into the true MDP, so the Bayesian objective is 

the expected return of 
epistemic POMDP



Analysis

Use the parlance of partial observability to describe how uncertainty induced by the offline 
dataset affects policy learning and evaluation process under a Bayesian viewpoint.



Method

The posterior distribution                  is unacquirable, so use                   instead

（Because the value function        entangles the necessary information about both dynamics 
and rewards for a given policy）

Difine relative MDP belief

Traditional policy gradient

Bayesian policy gradient

The update of Q function : 



Method

Without model, replace                         by 

Finally, the actor loss and critic loss are :



Method



Experiment

Locked Doors with CIFAR10

Procgen Mazes



Experiment

D4RL benchmark

These tasks generally do not have data distributions that lead to multiple salient hypotheses

Adaptation within the episode indeed allows the policy
to adapt to a better strategy than it may have started with.



Discussion
Sota algorithms in offline RL

Policy Constraints 
BCQ
BEAR
AWAC

Regularization

CQL
*COMBO
*SAC-N

TD3+BC

One-step
Hindsight

Onestep RL

*IQL

    *POR DT

Adaptive

APE-V

About traditional RL

RvS
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