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Adversarial Examples

Adversarial training:
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Relations between Data Poisoning and Backdoor Attack

Both Data Poisoning and Backdoor Attack attacks trainset while common adversarial 
attacks attack a trained model in the inference phase. 

Data Poisoning aims to reduce 
test performance on clean data

Backdoor Attack aims to reduce test 
performance on data with triggers

• Availability Attack: reduce the 
overall performance of the model

• Targeted Attack: distort the true 
class of certain objects (called 
target objects) to a specific target 
answer



4

Contents

• Availability Attack

➢Unlearnable Examples: Making Personal Data Unexploitable (ICLR’21)

➢Autoregressive Perturbations for Data Poisoning (NeurIPS’22)

• Targeted Attack

➢ Poison Frogs! Targeted Clean-Label Poisoning Attacks on Neural 

Networks (NeurIPS’18)

• Backdoor Attack

➢Hidden Trigger Backdoor Attacks (AAAI’20)

➢ Sleeper Agent: Scalable Hidden Trigger Backdoors for Neural Networks 

Trained from Scratch (NeurIPS’22)



5

Unlearnable Examples (ICLR’21)

For model 𝑓′(∙),

For instance 𝑥,

This is a bi-level optimization, the author chooses to optimize model 𝑓′ ∙ for 𝑀 steps 
before updating the trainset in each iteration.

Motivation: to make the model overfit to trainset in advance
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Autoregressive Perturbations (NeurIPS’22)

For each class, the paper generates a set of specific coefficients. In order to promote 
diversity, the paper uses the norms of the resulting convolution outputs as a measure of 
similarity between processes. If the minimum of these norms is below a cutoff 𝑇, then 
they will try again until the minimum of these norms is above 𝑇.
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Autoregressive Perturbations (NeurIPS’22)
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Feature Collision (NeurIPS’18)

t: target instance, b: base instance, f(.): model, p: poisoned instance
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Hidden Trigger Backdoor Attacks (AAAI’20)

𝑧: poisoned target instance, ǁ𝑠: source instance with a trigger, 𝑡: clean target instance

finetuning
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Hidden Trigger Backdoor Attacks (AAAI’20)
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Sleeper Agent (NeurIPS’22)

𝑝:           a given trigger
𝛿𝑖:          wanted perturbation
𝒯:           dataset of source class
𝑦𝑡:          target class
𝑀:          poison budget
𝐹(. ; 𝜃): a trained surrogate

network or ensemble

Optimize 𝛿𝑖 by minimizing 𝒜:


