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A Brief Introduction to

Data Poisoning and Backdoor Attack
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' Adversarial Examples - L)

4+ .007 x —
€T T+
eq1gn(VmJ(9, L, y))
“panda” “nematode” “gibbon”
57.7% confidence 8.2% confidence 99.3 % confidence

Adversarial training:

f = arg min ]E(m,y)wp[ngﬁla}é L0, x+6,y)]
0 oo €
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' Relations between Data Poisoning and Backdoor Attack Sl

Both Data Poisoning and Backdoor Attack attacks trainset while common adversarial
attacks attack a trained model in the inference phase.

Data poisoning
attack

Availability Backdoor attack
attack

Data Poisoning aims to reduce < S Backdoor Attack aims to reduce test
test performance on clean data performance on data with triggers

* Availability Attack: reduce the /

overall performance of the model

* Targeted Attack: distort the true
class of certain objects (called
target objects) to a specific target
answer
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* Availability Attack
» Unlearnable Examples: Making Personal Data Unexploitable (ICLR’21)
» Autoregressive Perturbations for Data Poisoning (NeurlPS’22)
* Targeted Attack
» Poison Frogs! Targeted Clean-Label Poisoning Attacks on Neural
Networks (NeurlPS’18)
* Backdoor Attack
» Hidden Trigger Backdoor Attacks (AAAI’'20)
» Sleeper Agent: Scalable Hidden Trigger Backdoors for Neural Networks
Trained from Scratch (NeurlPS’22)
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Motivation: to make the model overfit to trainset in advance

For model f'(+),

argmin E, ), [m(sin L(f(x+ 5),y)} s.t. ||8]], <e
0

For instance x,

Ty = e (x) — o sign(Va L(f'(x}), )

This is a bi-level optimization, the author chooses to optimize model f'(:) for M steps
before updating the trainset in each iteration.
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' Autoregressive Perturbations (NeurlPS’22)

X

1. Gaussian start signal 2. Use AR process in window 3. Sliding window 4. Crop & scale

T = fr1xi—1 + Boxro + -+ Bpxr_p + €&

For each class, the paper generates a set of specific coefficients. In order to promote
diversity, the paper uses the norms of the resulting convolution outputs as a measure of
similarity between processes. If the minimum of these norms is below a cutoff T, then

they will try again until the minimum of these norms is above T.
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Process 1 Process 2 Process 3

AR Error-Mm Error-Max Regions-4 Regions-16 Random

Sample 3 Sample 2 Sample 1




' Feature Collision (NeurIPS’'18)
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p = argmin ||f(x) — f(t)[|3 + 3 [x — b]];

X

t: target instance, b: base instance, f(.): model, p: poisoned instance

Results of 1099 experiments
f

clean poisoned
model model

count (a.u.)

0.000 0.001 0.96 0.98 1.00
misclassification confidence
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' Hidden Trigger Backdoor Attacks (AAAI'20) S
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+ clean

= Patched Source | Optimize
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Poisoned Target

poisoned

m =3 I]UD Dog

Patched Airplane

Clean Taget

Airplane

Generating poison Training finetuning Testing

argmin | f(2) = f(8)[2 s-t. ||z — tlloc <€

<
Z: poisoned target instance, S: source instance with a trigger, t: clean target instance
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Clean target Clean source Patched source Poisoned target
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' Sleeper Agent (NeurIPS'22) St QP

Optimize 6; by minimizing A:

( Vv ﬁ rain Vv ﬁa v

A=1— 0 ~t % d
||V9£tra,in|’ ’ Hveﬁade

1
vﬁﬁadv — E E VG’K’ (F(ZL‘ + D; 9)7:%&)
(w,yS)ET

a given trigger
wanted perturbation
dataset of source class
target class
poison budget

.; 0): a trained surrogate
network or ensemble
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