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Graph Representation Learning
Given an attributed graph: , Where ,  ,  

,  Adjacency matrix can be defined as :

Objective is to learn an encoder

is the embedding of node ��.

(�, �) � � = �(�, �)



Contrastive Learning for GRL

Augment

� = (�, �)

�2 = (�2, �2)

�1 = (�1, �1)

Shared

�1 = �(�1,  �1)

�2 = �(�2,  �2)



Motivation

How to generate a new graph that is hard enough for the model to 
discriminate from the original one, and in the meanwhile also 
maintains the desired properties?

Limitation of Existing Augment methods for GCL:

u Uncontrollable: The data augmentation on the graph, could be either 
too similar to or totally different from the original graph.

u Vulnerable : GNNs are known to be vulnerable to adversarial attacks

Introduce adversarial training into GCL.

On the one hand, since the perturbation is under the constraint, the 
adversarial sample still stays close enough to the original one. 

On the other hand, the adversarial attack makes sure the adversarial sample 
is hard to discriminate from the other view by increasing the contrastive loss.



Overview of ARIEL



Adversarial Training

Adversarial Objective:

where �′ = (�′, �′) is generated from the original graph � and satisfy:

Projected Gradient Descent Attack

where �() is loss function of input matrix �, ∆� is the 
perturbation matrix. ��� () is sign function, � is step size.



Adversarial Training
Attack on Structure:

Where � = �n×n − �n − �,   �� ∈  0,1 n × n

Attack on Feature matrix:

Where �� ∈ ℝn×d is the perturbation on the feature matrix.

�� is relaxed to its convex hull �� ∈ [0,1]n × n



Adversarial Training
Update for adversarial perturbation:

The projection operation        is calculated as

The projection operation       simply clips �� into the range 

Adversarial Graph Contrastive Learning



Information Regularization

�1 → �  → �2

The node embeddings of two views �1,  �2 and of original graph � 
satisfy the Markov relation as follow:

Then, we get:

Since                       , then 

THEOREM3.1. For two graph views �1 and �2 independently transformed from the graph �, the density 
ratio of their node embeddings �1 and �2 should satisfy �(�2[�,  : ],  �1[�,  : ])  ≤ �(�2[�,  : ],  �[�,  : ]) and 
�(�1[�,  : ],  �2[�,  : ])  ≤ �(�1[�,  : ],  �[�,  : ]), where � is the node embeddings of the original graph.

�1[�, : ] → �[�, : ]  → �2[�, : ]



Information Regularization

�(�2[�,  : ],  �1[�,  : ])  ≤ �(�2[�,  : ],  �[�,  : ])

According to the previous definition, �(�,  �) = ��(�,�)/�, simply replace �(·,  ·) with �(·,  ·), 
then combine two upper bounds into one:

�(�1[�,  : ],  �2[�,  : ])  ≤ �(�1[�,  : ],  �[�,  : ])

(30)



Training pseudocode



Experiments
RQ1. How effective is the proposed ArieL in comparison with previous graph contrastive learning 
methods on the node classification task?



Experiments
RQ2. To what extent does ArieL gain robustness over the attacked graph?



Experiments
RQ3. How does each part of ArieL contribute to its performance?
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