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Offline RL

Offline Advantages:
1. Avoid cost of interacting with environment
2. Make use of precious expert demonstration

Data comes from 
unknown behavior-policy

Data comes from past 
policy interacting

Data comes 
from interacting
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MULTI-AGENT:dec-POMDP

1. This state emits a joint observation 
2. each agent observes its individual component 
3. each agent selects an action, together forming the joint action, 
4. joint action leads to state transition according to the transition model 
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Model of Dec-POMDP
G =< S, A, P, r, Ω, O, n, γ >

S: set of states

A: set of joint actions

P: state transition function

r: reward function shared by all agents

Ω: set of joint observations

O: observation function

n: agents

γ: discount rate
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Extrapolation Error
Definition:

◦ Extrapolation error is an error in off-policy value learning which is introduced 
by the mismatch between the dataset and true state-action visitation of the 
current policy.

Cause:
◦ The extrapolation error mainly attributes the out-of-distribution (OOD) actions 

in the evaluation of Qπ(overestimate the Q value of  unknown action)

To quantify the effect of OOD actions, we define the state-action pairs 
within the dataset as seen pairs. Otherwise, we name them as unseen 
pairs.
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Extrapolation Error
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E-error in ICQ

Es: seen pair estimate error
Eu: unseen pair estimate error

Define:
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Implicit Constraint Q-learning 

KKT  condition 

1. Maximization reward
2. Constrain policy to dataset policy
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Implicit Constraint Q-learning 

According to Equation 9, it gives the ICQ(re-weight the target value function)

is the normalizing partition function

Thus we obtain a SARSA-like algorithm which not uses any unseen pairs. 

Standard policy evaluation(off policy)
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Convergence or No?

ICQ操作符从理论上可以证明收敛到一簇稳定解
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Implicit Constraint Q-learning 
Minimizing:

Policy learning(minimizing KL distance):
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ICQ-MA
Value function decompose:

Value function estimate:

Value estimate with λ return:
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ICQ IN SINGLE AGENT
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ICQ In multi-agent
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Experiments
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Baselines comparison
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