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On Learning Contrastive Representations for 

Learning with Noisy Labels



Background

Contrastive Learning Model Structure

• Momentum encoder or sharing parameters

• Use negative samples or not

• Additional predictor/projector

• Stop gradient or not

MoCo



Motivation

Loss design

• CE → Not robust to label noise

• Noise robust loss → suffer from the underfitting problem

• A trade-off → Explicitly or implicitly jointly used with 

the CE loss



Motivation

Representations Induced by Contrastive Regularization

• Key component

positive contrastive pair (𝑥1, 𝑥2)

• Unsupervised CL

Correct positive contrastive pairs are formed from two 

different augmentations from the same image.

• Supervised CL

Correct positive contrastive pairs are formed by examples 

from the same class.

• When encountering with noisy labels ?



Method

Simsiam



Method

Design 1

Initial contrastive regularization function



Method

Design 2

Deep networks first fit examples with clean labels and the 

probabilistic outputs of these examples are higher than 

examples with corrupted labels.

Consider two clean examples 𝑥𝑖 , 𝑥𝑗 with clean label 𝑦𝑖 = 𝑦𝑗
One wrongly labeled example 𝑥𝑚 with ෤𝑦𝑚 = 𝑦𝑖 = 𝑦𝑗

In early stage, 𝑝𝑖
𝑇𝑝𝑗 ≈ 1 for clean pair 

and 0 for noise pair

After this period?



Method

Design 3

Does it overfit on clean data?



Experiment



Experiment

Forward correction corrects loss values by a estimated noise transition matrix. 

GCE takes advantages of both MAE loss and CE and designs a robust loss function.

Co-teaching maintains two networks and uses small-loss examples to update.

LIMIT introduces noise to gradients to avoid memorization.

SLN adds Gaussian noise to noisy labels to combat label noise.

SL uses CE loss and a reverse cross entropy loss (RCE) as a robust loss function.

APL (NCE+RCE) combines two mutually boosted robust loss functions for training.
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