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• Learning a classifier from labeled and unlabeled examples

• The most representative method: FixMatch

• An implicit assumption: the data is class-balanced.
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Semi-Supervised Learning

`

SSL Algorithm

Supervised loss

Unsupervised loss



• However, the real-world is class-imbalanced…
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Motivation

Places [Wang et al. 2017]
There are much more 

“dining room” than “library”

Species [Van Horn et al. 2019]
There are much more “dog” 

than “panda”



• By adopting a fixed threshold, the sota SSL method suffers 
from overfitting to majority classes, leading to a low recall 
rates on minority classes.

• Solution: class-dependent threshold
◦ Using an adaptive class-dependent threshold to select pseudo labels.
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Motivation



• Reformulation of SSL objective function

𝑠𝑘

• It requires to answer the following two questions：
◦ Why 𝑠𝑘 can be regarded a class-dependent threshold ?

◦ How to find the optimal 𝑠𝑘 ?

5

The Proposed Method

𝑠𝑘 is used to control how 
many pseudo labels should 
be selected for class k.



• Adaptive threshold

Given a model 𝑓, it satisfies

If                                              , the adaptive threshold can be obtained
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The Proposed Method



• Finding the optimal 𝑠𝑘
◦ If the ground-truth label distribution is known

The threshold 𝑠𝑘 can be solved has the same class distribution    
as  the ground-truth 𝑦∗

◦ If the ground-truth class distribution is unknown

The threshold 𝑠𝑘 can be solved to make sure the same 
percentage of pseudo labels are selected for each class             

7

The Proposed Method
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Experiments
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