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Background

Alpha Go FPS game

1. Simple algorithms suffer from the pressure of the feature representation.

2. Long-horizon tasks is hard to handle.

3. Sparse Reward.



Literature reviews

Option-Critic Architecture

Skill Chaining

HAC



Method-Deep Skill Chaining

1. Based on the Option-Critic Architecture.

2. Using the Neural Network.

3. Extension of the original Skill Chaining.

Implement Graph



Method-Deep Skill Chaining
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Method-Deep Skill Chaining

Deep Q Learning



Experiment
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Experiment

Reward Results



Discussions

1. This method require the agent to reach the goal state without any prior knowledge, it’s too hard!

2. the gestation period of option is affected by the exploration.



Discussions

1. Skill extractions from the existing trajectories in offline RL or IL.

2. Use some more efficient explore policies.

Imitation Learning Go explore



Conclusion

Option-Critic Architecture

1. Automatically separate the long-horizon task into options.

3. Realize the generalization of the Skill Chaining building.

1. Combining with some offline RL and IL algorithms.

2. Some good explore policies.

2. Relieve the pressure of feature representation.
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