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Problem setting
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• Linear 𝓵𝟏 regression

• Active Linear 𝓵𝟏 regression

Such that the following holds with probability at least 1 − δ

Sampling matrix
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The method
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• If we had access to all of y, we can find a subspace Embedding 

S for the combined matrix [X y] to solve the problem
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• The problem is: we do not have access to all of y

the Lewis weight sampling-and-embedding matrix 𝑆 preserves 𝑋𝛽 1for 

all 𝛽, but it doesn’t preserve 𝑿𝜷 − 𝒚 𝟏

• Solution
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Method
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Results
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• which indicates that the proposed method is near optimal



THANKS


