
Two ways to improve FixMatch Performance
From Pseudo-Labels Balancing to Dynamic Threshold



Background

Consistency Regularization(Smoothness) 
The model’s output should remain unchanged when the input is 

perturbed.

Entropy Minimization(Low-density)
The classifier’s decision boundary should not pass through high-

density regions of the marginal data distribution. 



Background

Weakly augmented Strongly augmented
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Motivation

Even when networks are trained on balanced data, the 

pseudo-labels are still highly class-imbalanced. 

Biases in Semi-supervised Learning

A student model will inherit the implicitly imbalanced 

pseudo-labels and, in turn, reinforces the teacher model’s 

biases. Once confusing samples are wrongly pseudo-labeled, 

the mistake is almost impossible to be self-corrected.

But where exactly do the biases come from?

The blame for the pseudo-label bias can be largely 

attributed to inter-class confounding.



Prerequisite Knowledge

NeurIPS 2020

This paper establishes a causal inference 

framework and provides a fundamental theory 

for reweighting/re-sampling heuristics.

𝑋 ← 𝑀 → 𝐷 → 𝑌 causes the 

spurious correlation even if X has 

nothing to do with the predicted 𝑌.

𝑋 → 𝐷 → 𝑌 respects the inter-

relationships of the semantic 

concepts in classification.

confounder

mediator



Prerequisite Knowledge

We need the direct causal effect along path 𝑋 → 𝑌.

Total Direct Effect (TDE)

𝑃(𝑌 = 𝑦|𝑋 = 𝑥) is the probability that 𝑌 = 𝑦 conditional on finding 𝑋 = 𝑥, while 𝑃(𝑌 = 𝑦|𝑑𝑜(𝑋 =
𝑥)) is the probability that 𝑌 = 𝑦 when we intervene to make 𝑋 = 𝑥.

Removes the “bad” confounder

bias while keeps the “good” 

mediator bias

drug → cure

drug → placebo → cure

0



Method

Controlled Direct Effect (CDE)

Measuring the counterfactual outcome via visiting all 

training samples is significantly computational expensive.

Use Approximated Controlled Direct Effect (ACDE) instead, 

which assumes that the model bias is not drastically changed.

Probability distribution for instance 

α(𝑥𝑘) obtained via a softmax function

𝑀

𝐷

𝐴𝑖 𝑌 𝐴1, … , 𝐴𝑛

𝑀

𝐷

𝑌



Method

where 𝑓(𝛼(·)) refers to logits of 

weakly-augmented unlabeled 

instance,

Weakly augmented Strongly augmented

debias factor

Demand a larger margin 

between hardly biased and 

highly biased classes



Method
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Motivation

τ is a fixed threshold(0.95)

Either use all unlabeled 

examples or the unlabeled 

examples with a fixed high-

confidence prediction during 

the training progress.

There are too many correct

pseudo labeled examples 

eliminated, and too many 

wrong pseudo labeled examples 

selected.



Motivation

Can we design a provable SSL algorithm 

that selects unlabeled data with dynamic thresholding?



Method

Use x to denote the feature, y to denote the label. For simplicity, let ξ denote the input-label pair (x, y) 

We denote by P the underlying distribution of data pair ξ , then ξ ∼ P, . The goal is to learn a model 

w ∈ R d via minimizing an optimization problem whose objective function F(w) is the expectation of 

random loss function f(w; ξ):

Labeled examples Unlabeled training examples

Supervised loss



Method

Threshold on prediction or loss?

With supervised model 𝒘 and weak augmentation α, we can get the class prediction for a weakly-

augmented unlabeled sample 𝒙𝒊
𝒖

It creates a pseudo label by

Since the new dynamic threshold is not fixed, we let it rely on the optimization iteration 𝑡 and it 

is denoted by 𝜌𝑡. Then the unsupervised loss is given by

Loss function

is the strongly-augmented version of x

Prediction



Method

Loss function

Prediction

Why threshold on loss is better than on prediction?

Threshold on prediction only contains the information of weakly

augmented samples, while threshold on loss function includes both

strongly and weakly augmented samples.

How to set dynamic threshold 𝝆𝒕？

Where 𝐶 > 1, γ > 1 are two constants.     can be determined by 

averaged loss of labeled examples during warm-up stage.



Method

Warm up stage and selection stage



Experiment



Experiment

Dash has large improvement when the labeled examples is small



Ablation

Pseudo-Labeling




