
CoMatch: Semi-supervised Learning 
with Contrastive Graph Regularization

ICCV-2021



Background

 Semi-Supervised Learning

Semi-supervised learning has been an effective paradigm for 
leveraging unlabeled data to reduce the reliance on labeled 
data.

Labeled 
Data

Unlabeled 
Data

• Consistency Regularization

• Entropy Minimization

• MixMatch NeurIPS’19

• ReMixMatch ICLR’20

• UDA NeurIPS’20

• FixMatch NeurIPS’20

The model should remains same or similar output distribution 
when add noise to input images.

The entropy of the model on unlabeled data should be low as much 
as possible



Background

• MixMatch NeurIPS’19
Artificial target

Entropy 
minimization

• ReMixMatch ICLR’20

a. Distribution Alignment

b. Augmentation Anchor

enforces that the aggregate of 
predictions on unlabeled data 
matches the distribution of the 
provided labeled data.



Background

• FixMatch NeurIPS’20

If max(confidence) > T（0.95/0.9）



Motivation

• Pseudo-labeling (also called self-training) methods heavily rely on the quality of the model’s class 
prediction, thus suffering from confirmation bias where the prediction mistakes would accumulate. 

• Self-supervised learning (Pre-trained) methods are task-agnostic, and the widely adopted contrastive 
learning may learn representations that are suboptimal for the specific classification task.

Embedding Pseudo-labels 



CoMatch
consistency regularization + entropy minimization + contrastive learning + graph-based SSL

• CNN   f
• Classification head h
• Projection head g

• Augw refers to weak augmentations
• Augs refers to strong augmentations



CoMatch

• Memory-smoothed pseudo-labeling

DA prevents the model’s prediction from collapsing to certain classes.

moving-average

The past K weakly-augmented samples FIFO

For 
unlabeled 
sample ub

Pseudo-labels



CoMatch
• Graph-based contrastive learning

Size: 

consistency regularization entropy minimization



CoMatch

• Loss Function



Experiments

• For CIFAR-10: Wide ResNet-28-2

• For STL-10: ResNet-18

• Weak Augmentation: standard crop-and-flip
• Strong Augmentation: RandomAugment
• Strong Augmentation’: 



Experiments

• ImageNet ILSVRC-2012: ResNet-50



Experiments



Experiments

• Transfer of Learned Representations

The number of samples per-class (k) in the downstream datasets

PASCAL VOC2007 object classification and Places205 for scene recognition



Thanks


