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Reasons for & Main Purpose of Machine Unlearning

• Reasons:

Security:      after removing adversarial data

Privacy:       “right to be forgotten” – not only data itself, but also its impacts on the model

Usability:     for a user

Fidelity: bias on African-American offenders

• All these reasons leads to a necessity to design a solution to data deletion.

• The ideal (yet expensive) solution is to update the database and retrain all models when 
a deletion request arrives.

• But retraining requires enormous computation: large models and frequent deletion requests.

Main purpose of Machine Unlearning (Data Deletion):

Design fast unlearning (deletion) algorithms that produce output models that are 
statistically indistinguishable from the models that would have arisen from retraining.
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Machine Unlearning

𝑈𝐴: an unlearning algorithm for 𝐴

𝐴

𝑈𝐴

𝑈𝐴

Dataset 𝐷

Model መ𝜃0
𝑡 = 0

(training)

Delete 𝑧1

Model መ𝜃1

Model መ𝜃𝑇

Delete 𝑧𝑇

𝑡 = 1
(deletion)

𝑡 = 𝑇
(deletion)

.  .  .

𝐴
Dataset 𝐷

Model መ𝜃0

Dataset 𝐷\{𝑧1}

Model መ𝜃1
′

Model መ𝜃𝑇
′

Dataset 𝐷\{𝑧1, … , 𝑧𝑇}
.  .  .

𝐴

𝐴

Retraining in every round

Exact Unlearning:
𝑈𝐴 is an unlearning 
algorithm for 𝐴 if for all 
datasets 𝐷, and all 
deletion sequences 
𝑧1, … , 𝑧𝑇 , the following 

condition holds. For 
every deletion step 𝑡,

መ𝜃𝑡 =𝑑
መ𝜃𝑡
′
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Approximate Unlearning

Definition of Approximate Unlearning (Ginart et al. 2019):
We say “𝑈𝐴 is an (𝛼, 𝛽)-unlearning algorithm for 𝐴” if for all datasets 𝐷
and all deletion sequences 𝑧1, 𝑧2, … , 𝑧𝑇 , the following condition holds: 
for every deletion step 𝑡,

∀𝐸, Pr 𝜃𝑡 ∈ 𝐸 ≤ 𝑒𝛼 ∙ Pr 𝜃𝑡
′ ∈ 𝐸 + 𝛽

The smaller (𝛼, 𝛽) are, the stronger unlearning guarantees will become.

Models output by the unlearning algorithm 𝑈𝐴 Models retrained using 𝐴
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Differential Privacy & Machine Unlearning

• Machine unlearning uses the same metric with differential privacy for distributional 
closeness, but …

• DP compares the same algorithm run on different datasets

• Machine unlearning compares different algorithms run on the same dataset

• If 𝐴 is differentially private for any data, then it does not learn anything from the 
data. In other words, differential privacy is a very strong condition, and most 
differentially private models suffer a significant loss in accuracy even for large 𝜖.

• But DP tools are useful to machine unlearning

• Noise addition converts distance in parameter space to distance in distribution

• DP reduces dependencies introduced via adaptivity

• …

the data to be deleted depends 
on the current unlearned model
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Tradeoffs

Boundary Conditions:
• Retraining: high accuracy, optimal (0,0)-unlearning, computationally expensive
• Not Unlearning: optimal accuracy, poor unlearning performance, no computation
• Completely DP Models: low accuracy, optimal (0,0)-unlearning , no computation

Goal: given desired unlearning level (𝛼, 𝛽), and computation budget, design accurate
unlearning algorithms.

Accuracy

Unlearning 
Level (𝜶, 𝜷)

Computation
Budget (and memory)
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Evaluation Metrics

Suppose ℎ𝑈 = 𝑈(𝐴(𝐷), 𝐷, 𝐷𝑈), ℎ
∗ = 𝑈∗(𝐴(𝐷), 𝐷, 𝐷𝑈)

• 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 ℎ𝑈 ≔
𝑡𝑖𝑚𝑒 𝑡𝑎𝑘𝑒𝑛 𝑡𝑜 𝑜𝑏𝑡𝑎𝑖𝑛 ℎ∗

𝑡𝑖𝑚𝑒 𝑡𝑎𝑘𝑒𝑛 𝑡𝑜 𝑜𝑏𝑡𝑎𝑖𝑛 ℎ𝑈

• 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 ℎ𝑈 ≔ ℳ𝑡𝑒𝑠𝑡
𝑈 −ℳ𝑡𝑒𝑠𝑡

∗
(ℳ is another performance metric) 

• 𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 (correctness guarantee)

• 𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦𝜃 ℎ𝜃
𝑈 ≔ 𝜃𝑈 − 𝜃∗ 2

• 𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦𝑦(ℎ
𝑈) ∶=

1

𝑛𝑡𝑒𝑠𝑡
σ𝑖=1
𝑛𝑡𝑒𝑠𝑡 𝟏𝑦𝑝𝑟𝑒𝑑,𝑖

∗ =𝑦𝑝𝑟𝑒𝑑,𝑖
𝑈

• 𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦𝐾𝐿(ℎ
𝑈) ≔ 𝔼𝑥[𝐾𝐿(Pr ℎ

𝑈 𝑥 || Pr ℎ∗ 𝑥 )]

• 𝐶𝑒𝑟𝑡𝑖𝑓𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (security guarantee)

• 𝐶𝑒𝑟𝑡𝑖𝑓𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ℎ𝑈 ≔
ℳ𝑢

𝑈−ℳ𝑢
∗

ℳ𝑢
𝑈 + ℳ𝑢

∗

• 𝐶𝑒𝑟𝑡𝑖𝑓𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ℎ𝑈 ≔ 𝐼(𝐷𝑈; ℎ
𝑈)
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SISA (SSP 2021)

• Sharded

• Isolated

• Sliced

• Aggregated
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Descent-to-Delete (ALT 2021)
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Fisher (CVPR 2020)

𝐹: The Fisher Information matrix, 
which is used as an approximation 
to the Hessian as the Fisher matrix 
is less expensive to compute.

The authors prove that such a 
batch unlearning algorithm can 
ensure that

𝐼(𝐷𝑢; 𝑈(ℎ𝜃 , 𝐷, 𝐷𝑢)) = 0
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Fisher (CVPR 2020)
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Influence (ICML 2020)
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Influence (ICML 2020)
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DeltaGrad (ICML 2020)

• At each step of training, 𝑡, the model parameters {𝜃0, 𝜃1, … , 𝜃𝑡} and the gradients of the 
loss function {∇𝐿(𝜃0), ∇𝐿(𝜃1), … , ∇𝐿(𝜃𝑡)} are saved.

• Suppose 𝐷𝑢 = 𝑧𝑖 𝑖 ∈ 𝑀 ⊆ 𝐷, 𝑚 = 𝑀 .

1. Use the Cauchy mean-value theorem in 
terms of an integrated Hessian 𝐻𝑡

2. Use the L-BFGS algorithm to approximate 
the vector product 𝐻𝑡 ∙ 𝒗 as a quasi-
Hessian product 𝐵𝑡 ∙ 𝒗
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DeltaGrad (ICML 2020)
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DeepObliviate

The method further improves on the slicing component of SISA by using the so-called 
temporal residual memory to identify which intermediate models need to be retrained, 
adding approximation into the process.
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DeepObliviate

The value of t is determined by the temporal residual memory. The authors define the 
temporal residual memory as the ℓ1 distance (or Manhattan distance) between the 
influence of the deleted data 𝒛 on successive models when 𝒛 is included in the training and 
when it is not. Formally, the temporal residual memory ∆𝑡 at step 𝑡 is:

∆𝑡 ≔ 𝐼 𝐷𝑑+𝑡 ℎ𝑑+𝑡−1 − 𝐼 𝐷𝑑+𝑡 ℎ𝑑+𝑡−1
𝑈

1
,

where 𝐼 𝐷𝑖 ℎ𝑖−1 ≔ ℎ𝑖 ⊝ℎ𝑖−1.

The authors use detrended fluctuation analysis (DFA) to eliminate noise in ∆ and 
systematically determine whether ∆ has stabilized. DFA is used to determine the statistical 
self-affinity of a time-series signal by fitting ∆𝑡 with a decaying power-law function, whose 
derivative is easily-computable and can be used to determine stationarity.
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DeepObliviate
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Comparison

Unlearning

Exact 
Unlearning

SISA

Approximate 
Unlearning

start from 
optimized 

models

First-order 
update

Descent-to-
Delete

Second-order 
update

Fisher 
(remaining data)

Influence 
(deleted data)start from 

initialized 
models

DeltaGrad

DeepObliviate
(based on SISA)
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Comparison
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Comparison


