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Introduce

Inter-class loss distribution discrepancy

As we can see, the loss distributions of noisy
samples in the majority class overlaps with clean 
samples in the minority class.

under 50% symmetric noise and 1:10 class imbalance

class-agnostic noise modeling may not work
well when the loss distributions of the different 
classes vary significantly



Introduce

Misleading predictions due to uncertainty

aleatoric uncertainty:

epistemic uncertainty: accounts for uncertainty in the model parameters, which could be 
reduced by observing more data

captures noise inherent in the observations, which cannot be reduced 
even if more data were to be collected

[1]What Uncertainties Do We Need in Bayesian Deep Learning for Computer Vision?

minority classes

noisy samples



Method

Epistemic Uncertainty-aware Class-specific Noise 
Modeling Adapted for Class-imbalanced Data(EUCS)

epistemic uncertainty

we place a prior distribution over the 

parameters 𝑝 𝑊 , infer the posterior 𝑝 𝑊|𝑋, ෨𝑌 , 
and finally obtain the marginal probability 

𝑝 ෨𝑌|𝑋 . We then can estimate the epistemic 

uncertainty as the entropy of 𝑝 ෨𝑌|𝑋 .

MC-Dropout

clean probability

GMM( 𝜇𝑗0, 𝜇𝑗1)

placing a thresholdτon the 
probabilities ω



Method

instance-dependent noise factor

class-dependent noise factor

Aleatoric Uncertainty-aware Learning Against
Label Noise(AUL)

aleatoric uncertainty

aleatoric uncertainty can be modeled by
logit corruption with Gaussian noise, and the 
formulation leads to new loss functions, which 
can attenuate the effect from corrupted labels 
and making the loss more robust to noisy data.



Method

warm up estimate the clean probabilities 𝜔𝑖

and the corrected labels
divide the training data into clean 
samples and noisy samples with 𝜔𝑖

use MixMatch to augment 
into 

SSL

EUCS

(AUL)



Experiments



Experiments

imbalance: we randomly choose half the classes and randomly sub-sample 
1/5 and 1/10 examples in these classes while other classes remain the same



Experiments



Thank you


