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Transition matrix

Class Conditional Noise:

Pr( ᪄𝑌 ∣ 𝑌, 𝑋) = Pr( ᪄𝑌 ∣ 𝑌) =====> 𝑇𝑖,𝑗 = {Pr( ᪄𝑌 = 𝑗 ∣ 𝑌 = 𝑖)}

Instance Dependent Noise: 

𝑇𝑖,𝑗(𝑥) = {Pr( ᪄𝑌 = 𝑗 ∣ 𝑌 = 𝑖, x)}
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Collecting Bayes Optimal Labels

Bayes optimal labels can be inferred from the noisy class posterior probabilities (Confident Examples)

Learning with Bounded Instance- and Label-dependent Label Noise ICML 2020

The noisy class posterior probability  η can be estimated by several probabilistic classification methods
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Bayes Label Transition Network

With the collected distilled examples

Bayes Label Transition Network:

෠𝑅1(𝜃) = −
1

𝑚
σ𝑖=1

𝑚 ෤𝐲𝑖 log ො𝐲𝐢
∗ ⋅ ෠𝑇∗ 𝐱𝑖

distilled ; 𝜃 to learn IDTM(X)

Classifier Training with Forward Correction:
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Instance-dependent Bayes-label Transition Matrix

Extract confident clean examples using example distillation method:

𝑇𝑖,𝑗
∗ 𝐱distilled ; 𝜃 = 𝑃 ෨𝑌 = 𝑗 ∣ 𝑌∗ = 𝑖, 𝐱distilled ; 𝜃

෠𝑅1(𝜃) = −
1

𝑚
σ𝑖=1

𝑚 ෤𝐲𝑖 log ො𝐲𝐢
∗ ⋅ ෠𝑇∗ 𝐱𝑖

distilled ; 𝜃 to learn IDTM(X)

Classifier Training with Forward Correction
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Experiments
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Overview

Learn a Transition Neural Network regularized by the manifold embedding 
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Manifold Regularized Transition Matrix

the closer two instances are, the more similar their corresponding transition matrices should be

within-manifold regularization:

between manifolds:

the overall proposed manifold-regularization:
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Algorithm 

Overall Objective Function
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Experiments
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Ablation study
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