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Background

The arrow indicates the change of categories with positive label during training in our 
correction scheme LL-Ct and GT indicates actual ground truth positive labels for a training 
image. We show three cases where LL-Ct modifies the unannotated ground truth label 
correctly, and the failure case at the fourth column.

We report the failure case of our method on the rightmost side where the model confuses the car 
as truck which is a similar category and mis-understands the absent category person as present



Background

Memorization in WSML. When training ResNet-50 model on PASCAL VOC dataset with partial 
label, we set all un-observed labels as negative. These labels are composed of true negative and 
false negative. We observe that the model first fits into true negative label (learning), and then fits 
into false negative (memorization)

Distribution of the highest loss occurrence. For each 
label, we first draw the loss plot in the training 
process. We then
record whether the highest loss occurred in the 
warmup phase (epoch 1) or in the regular phase (after 
epoch 1). 



Methods

, ,

We start the method with Assume Negative (AN) where all the unknown labels are 
regarded as negative. We call this modified target as:

The naive way of training the model with the dataset D is to minimize the loss function:

Large Loss Modification:

𝜆𝑖 should be small when 𝑖𝜖𝑆𝑢 and the loss 𝑙𝑖 has high value in the middle of the training, that is, 
to ignore that loss since it is likely to be the loss from a false negative sample. We set 𝜆𝑖 = 1

when 𝑖𝜖𝑆𝑝 ∪ 𝑆𝑛 since the label 𝑦𝑖
𝐴𝑁 from these indices is a clean label 𝑖.



Methods
Large loss rejection(LL-R):

Large loss correction (temporary)(LL-Ct):

Large loss correction (permanent)(LL-Cp):



Experiments

“End-to-end” indicates that the entire weights of the model is fine-tuned from the 
beginning, while“LinearInit.” indicates the backbone is frozen for the first few epochs. 

quantitative results in OpenImages V3 dataset with 
real partial label. 
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Experiments

Precision analysis of proposed methods on COCO dataset. Among the labels modified by our 
scheme as its loss values are large, we calculate the percentage of labels whose actual label is positive. 
We observe that our schemes indeed modify the false negative labels with high precision. 

Hyperparameter effect of LL-Ct on COCO dataset. We observe that the model produces the best mAP 
when ∆rel = 0.2.



Experiments

The number of observed labels for weakly supervised methods with 100% of training image is 
much more smaller than the fully supervised method with 10% of training image
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