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Motivation

• To exploit the memorization effect, a core issue is to study when to stop the optimization 

of the network.

• Current methods usually adopt an early stopping strategy, which decides the stopping point 

by considering the network as a whole.

• DNNs trained By SGD, supervisory signals will gradually propagate through the whole network 

from latter layers to former layers.

• Memorization effect of DNNs

deep neural networks tend to first memorize and fit easy (clean) examples and then overfit hard 

(noisy) examples.



Observation



Method

• Objective function

• Training model for a relatively small epoch number T.

• The network can be constituted with 𝐿 DNN parts



Method

• For the first part, train T1 epochs with the following objective.

• Then keep the obtained parameter fixed; optimize the 𝑙-𝑡ℎ DNN part with 𝑇𝑙 epochs.



Compared with traditional early stopping



Learning with Confident Examples

• Select confident examples to facilitate the model training.

• To make the results more robust by generating two different augmentations. 

• Train the DNN based on confident examples set with the following objective.



Combining with Semi-Supervised Learning

• Training with only confident examples neglects the rest data may suffer from insufficient 

training examples. 

• Using semi-supervised techniques (MixMatch) by regarding the noisy examples as unlabeled data.



Algorithm



Preliminary Experiments



Experiments
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Experiments(Sensitivity Analysis)



ICML 2020

Do We Need Zero Training Loss After 
Achieving Zero Training Error?



Overview

Objective function

Overfitting

• generalization gap

Zero training error

Zero training loss



Experiments



Experiments
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