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Long-Tailed Learning



Motivation

• Re-Sampling: class-balanced sampling

– Over-sampling for the tail categories.
– Synthesizing samples for the tail categories.

• Drawbacks

– Overfitting to the tail.
– Noise in the synthesized samples.

Tail categories

Over-sampling

Synthesizing

Can open-set data be used for re-balancing the class priors of the training dataset?



Theoretical Motivation

• Bayes classifier:

• For long-tailed learning:



Open-sampling

Complementary Sampling Rate

• Denote 𝐶𝐷 as Γ, 𝑀𝐶𝐷 as Γ𝑚, Γ𝑗 for class 𝑗
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Uniform distribution

MCD



Open-sampling

• Training objective:



Experiment
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