
Nanjing University of Aeronautics and Astronautics

ICML 2018



Background



3

Curriculum Learning

3

small & easy
subset

Larger & harder 
subset

Whole training 
dataset……

Curriculum

……

𝑄1 𝑄𝑡 𝑄𝑇 = 𝑃…… ……

Training Process

Data

Model



4

Traditional Learning
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Clean Label Corrupted Label

Random shuffled examples



• Curriculum learning: learning examples with focus

◦ Introduce a teacher to determine the weight and timing to learn 

every example.
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Curriculum Learning
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Clean Label Corrupted Label

Dynamically ordered & weighted 
examples

Bengio, Y et al. Curriculum learning. ICML, 2009
Kumar, M et al. Self-paced learning for latent variable models. NIPS 2010
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Curriculum Learning
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Latent weight variable Regularizer G

• An example: self-paced (Kumar, M et al. 2010)

Kumar, M et al. Self-paced learning for latent variable models. NIPS 2010

Regularizer Weighting scheme

Favor example with smaller loss



• Existing studies define a curriculum as a function:

◦ Self-paced (Kumar, M et al. 2010)

◦ Regularizer 𝐺:

◦ Weight 𝑣∗:

7

Motivation
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Kumar, M et al. Self-paced learning for latent variable models. NIPS 2010
Jiang, L et al. Self-paced curriculum learning. AAAI 2015

◦ Linear weighting (Jiang et al. 2015)

◦ Regularizer 𝐺:

◦ Weight 𝑣∗:

Learning a curriculum by a neural network from data?

Mini-batch Weights

Network



Method



• Each curriculum is implemented as a network (called MentorNet)
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MentorNet
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• Two ways to learn a MentorNet:

◦ Pre-Defined: approximating existing curriculum

Learning the MentorNet
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DummyNet MentorNet

Optimal Weight

MentorNet Output

Pre-Defined

Synthetic samples(by 
enumerating the feature space)



Learning the MentorNet
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MentorNet

Data-Driven

StudentNet

• Two ways to learn a MentorNet:

◦ Data-Driven: learn new curriculum from a small set (~10%) with clean labels. 

Clean Label

Corrupted Label
a few samples of clean labels

entropy

Learn the MentorNet of CIFAR-10 and use it on CIFAR-100



This paper proposes a mini-batch 
SGD and shows good property on 
model convergence under standard 
assumptions.

Algorithm
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Training MentorNet with StudentNet

Existing curriculum/ self-paced 
learning uses alternative optimization.

High computational complexity



Experiment



Setups
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• Experiments on controlled corrupted labels

◦ Nosie type: uniform noise

◦ Nosie fractions: 𝑝 ∈ 0.2, 0.4, 0.8

◦ Dataset and StudentNet:



Results on CIFAR
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Baseline comparisons on CIFAR-10 & CIFAR-100
(under 20%, 40% and 80% noise fractions)

Significant improvement over baselines.

Data-Dirven performs better than Pre-Defined MentorNet.



Results on ImageNet
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Baseline comparisons on ImageNet
(under 40% noise fractions)

NoReg: Vanilla model with no regularization 

FullModel: Added weight decay, dropout, and data augmentation.



Results on WebVision
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2.4 million images of noisy labels crawled by Flickr/Google Search.

1000 classes defined in ImageNet ILSVRC 2012.

Real-World noisy labels. 

Substantiate that MentorNet is beneficial for training very deep networks on 
noisy data.

The best-published result on the WebVision benchmark!



My Work



Partial Multi-Label Learning
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The PML Framework
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• Learning a multi-label classifier from partial-labeled examples

PML
Algorithm
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Ambiguously Labeling



• Considering the commonly used hinge loss

Candidate label set ෝ𝒚 Non-Candidate label set ഥ𝒚

dog car
cat
….

building   tree
street       window
…
people     flower
…         

Ranking the candidate 
label people before dog
(as done in hinge loss) 

Misleading the classifier by 
the false positive labels in 
the candidate set

Motivation & Thought
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• Intuitively, the loss value of pairs between false positive labels and negative 

labels is larger than that of pairs between true positive labels and negative 

labels.

Motivation & Thought
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True positive False positive Negative

Candidate labels Irrelevant labels

Can we implement the disambiguation in a self-paced way?

• We firstly select the labels with small loss, and gradually add the labels with 

larger loss. 



Preliminary Verification

23

Dataset: VOC Noise rate: {𝟎. 𝟏, 𝟎. 𝟐, 𝟎. 𝟑, 𝟎. 𝟒, 𝟎. 𝟓}

Epoch: 1



Preliminary Verification
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Dataset: VOC Noise rate: {𝟎. 𝟏, 𝟎. 𝟐, 𝟎. 𝟑, 𝟎. 𝟒, 𝟎. 𝟓}

Epoch: 3



Preliminary Verification
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Dataset: VOC Noise rate: {𝟎. 𝟏, 𝟎. 𝟐, 𝟎. 𝟑, 𝟎. 𝟒, 𝟎. 𝟓}

Epoch: 5



Preliminary Verification
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Dataset: VOC Noise rate: {𝟎. 𝟏, 𝟎. 𝟐, 𝟎. 𝟑, 𝟎. 𝟒, 𝟎. 𝟓}

Epoch: 7



Thanks!


