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• Open-set problem

Introduction

 The real world is ‘open’.

 Open-set issue: models always 

misclassifies unseen class into one of 

seen class, which makes its predictions 

unreliable.

 Goal: making the learning system robust 

to identify unseen classes in the non-

stationary environments.



• LAC problem: augmented classes unobserved in training data might 
emerge in testing

Learning with Augmented Classes
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• LAC problem: augmented classes unobserved in training data might 
emerge in testing

• Potential Limitation: 
◦ Existing methods hardly explore the generalization ability of the 

model.

Previous Attempts
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• LAC problem: augmented classes unobserved in training data might 
emerge in testing

• Solution in this paper: 
◦ Propose an approach with theoretical guarantee by exploiting 

unlabeled data.

Exploiting Unlabeled data for LAC 
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• Intuition: the distribution of augmented class can be approximated 
by separating the distribution of known class from that of unlabeled 
data. 

• Class shift condition 

Exploiting Unlabeled data for LAC 
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• PU learning: learning from positive and unlabeled examples

◦ One-sample assumption: both P and U data is drawn from the 
identical distribution p(x).

◦ Two-sample assumption: P data is drawn from the positive 
marginal density 𝑝(𝑥|𝑌 = +1) and U data is drawn from p(x).

◦ Ordinary classification risk (P and N data is both accesible)

◦ Everything is ‘known’.

Relation to PU Learning
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treat all unlabeled data as negative, 

and then sub the loss of positive data.



• Class shift condition can re-written as 

• Then, we have

EULAC
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𝑅𝜓 𝒇 = 𝔼(𝑥,𝑦)∼𝑃𝑡𝑒 𝜓(𝒇 𝒙 , 𝑦)

𝑅𝐿𝐴𝐶 = 𝜃𝔼(𝑥,𝑦)∼𝑃kc 𝜓(𝒇 𝒙 , 𝑦) + 𝕝(𝑦 = 𝑎𝑐)(1 − 𝜃)𝔼𝑥∼𝑃ac 𝜓(𝒇 𝒙 , 𝑎𝑐)

Classification risk over testing distribution

risk on known classes risk on augmented classes



• The unbiased estimator can be written as

EULAC
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𝑅𝐿𝐴𝐶 = 𝜃𝔼(𝑥,𝑦)∼𝑃kc 𝜓(𝒇 𝒙 , 𝑦) + 𝕝(𝑦 = 𝑎𝑐)(1 − 𝜃)𝔼𝑥∼𝑃ac 𝜓(𝒇 𝒙 , 𝑎𝑐)

𝑅𝐿𝐴𝐶 = 𝜃𝔼(𝑥,𝑦)∼𝑃kc 𝜓(𝒇 𝒙 , 𝑦) + 𝔼𝑥∼𝑝𝑥𝑡𝑒(𝑥) 𝜓(𝒇 𝒙 , 𝑎𝑐)

labeled training data unlabeled  training data



Experiments: Comparison Results
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• Performance of classifying known classes and identifying 
augmented classes

◦ Comparison on RKHS-based EULAC



• Performance of classifying known classes and identifying 
augmented classes

◦ Comparison on deep models

Experiments: Comparison Results
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• Performance of classifying known classes and identifying 
augmented classes

◦ Influence on the size of unlabeled data

Study on the Size of Unlabeled Data
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• Accuracy of estimating mixture prior θ and its influence on EULAC 

Experiments: Influence of Mixture Proportion
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