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I Motivation Par'NP_E

« Accurately evaluate model performance need a large
set of test data, which is expensive in real tasks.

 Actively sample M examples from N unlabeled data
pool (M « N) to evaluate model, so that:
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I A weighting approach PEIFNP_E
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* introduce an acquisition distribution q(i,, ) that denotes the

U = 1 +

Riure =

1

M

probability of selecting index i,,, to be labeled.

S (i) wi)

¥ (<N—mil)q<z‘m> 1)

Theorem 3. R gk as defined above has the following properties:
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| Optimal Distribution  ParN,C

Theorem 7. Given a non-negative loss, the optimal proposal distribution
q* (im; il:m—l: Dpool) — ﬁim/zngil:m_lﬁn
vields estimators exactly equal to the pool risk, that is Riure = R almost surely VM.

- 1 N
Where: R — N anl ['.’(Yna f@(xn))
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Optimal Distribution ParN.LC

Proof: pulling out the loss

M m
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= R as required.

—




BEIUHAIS LTS5

PAttern Recognition and NEural Computing

I Implementation PEIFNP_[:

 In practice, we cannot know the true loss. Use expectation.
(]* (?’m) X Ep(y|xim) [[’(f(xzm)a y)]

« Train a surrogate model
Q(Zm) X Eﬂ(é’)w(y|xim,9) [ﬁ(f(xzm)ay)]

« Why not use the original model for the surrogate?

* the surrogate can never disagree with f
* May not calibrate well

—




BEIUHAIS LTS5

PAttern Recognition and NEural Computing

I Choose surrogate PEIFNP_E

Uncertainty

Use surrogates that incorporate both epistemic and aleatoric uncertainty
effectively. For example, Bayesian neural networks, deep ensembles, and
Gaussian processes.

« Ensemble (QBQ)

« Diversity

Choosing the surrogate from a different model family or adjusting its

hyperparameters
- Extra data
Retrain the surrogate on  Dbserved | Do after each step

—
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I Experiments Par'NP_E

Surrogate Choice Case Study: Image Classification
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I Experiments Par'NP_E

Validate the effectiveness of ensemble strategy

x 1073

8
°  ResNet-18 on
. CIFAR-10
 Using different
1 2 5 10

ResNet ensembles
as surrogates.

ResNet Layers
(O8] n
= S

Median Squared Error

[E—
o0

Ensemble Size

Figure 7. Both diversity and fidelity of the surrogate contribute to
sample-efficient active testing. However, the effect of increasing
diversity seems larger than that of increased fidelity. We vary the
layers (fidelity) and ensemble size (diversity) of the surrogate
for active evaluation of a ResNet-18 trained on CIFAR-10.
Experiments are repeated for 1000 randomly drawn test sets and
we report average values over acquisition steps 100-200.
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I Experiments Par'NP_E

Resnet-18 on CIFAR-10 and Fashion-MNIST & WideResNet on CIFAR-100
Using ensemble as the surrogate

CIFAR-10 Fashion-MNIST
— =] =il
—— LLD. Acquisition
5 — Active Testing
5 ~2 1 N
=
b 2
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g
hii —~4
g —3
g 4 1
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_4 T 1 1 1 I _6 I 1
0 200 400 0 200 400 0 200 400
Acquired Points Acquired Points Acquired Points

Figure A.4. Figure 6 (a) from the main paper but now showing the mean of the log squared difference instead of the median. Additionally,
shading indicates the standard error of the log squared difference. Averages over 1000 random test set draws. See text and main paper for
details.
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I Experiments PHFNP_[:

Optimal Proposals and Unbiasedness (ResNet-18 trained on CIFAR-10)

(a) x10~!
o 4 |
= 8 6 _ Naive Entropy
8 — wemms  Bias-Corrected Entropy
§ % 3 - s Theoretically Optimal
O =
E =
AL
1 100 200 300 400
Figure §. (a) acquiring proportional to the predictive

entropy and using the unweighted estimator Rjiq leads to biased
estimates with high variance compared to active testing with
RLURE. Sampling from the unknown true loss distribution would
yield unbiased, zero-variance estimates. While this is in practice
impossible, the result validates a main theoretical assumption.
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I Conclusion Par'NP_E

 Active testing allows much more precise estimates of
test loss and accuracy using fewer data labels.

« The optimal sampling strategy for active testing is to
sample in proportion to the true loss.

- Ensemble is an effective surrogate method for loss
approximation.
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