
Active Testing: 

Sample–Efficient Model Evaluation

ICML 2021



Motivation
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• Accurately evaluate model performance need a large 

set of test data, which is expensive in real tasks.

• Actively sample M examples from N unlabeled data 

pool  (𝑴 ≪ 𝑵) to evaluate model, so that:

close



A weighting approach
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• introduce an acquisition distribution 𝑞(𝑖𝑚) that denotes the 

probability of selecting index 𝑖𝑚 to be labeled. 

ICLR’21 - ON STATISTICAL BIAS IN ACTIVE LEARNING: HOW AND WHEN TO FIX IT



Optimal Distribution
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Where:

Proof:



Optimal Distribution
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Proof:



Implementation

6

• In practice, we cannot know the true loss. Use expectation.

• Train a surrogate model

• Why not use the original model for the surrogate?

• the surrogate can never disagree with f

• May not calibrate well



Choose surrogate

7

• Uncertainty

Use surrogates that incorporate both epistemic and aleatoric uncertainty 

effectively. For example, Bayesian neural networks, deep ensembles, and 

Gaussian processes. 

• Ensemble (QBC)

• Diversity

Choosing the surrogate from a different model family or adjusting its 

hyperparameters

• Extra data

Retrain the surrogate on                                     after each step



Experiments
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Surrogate Choice Case Study: Image Classification

• 250 training and 

5000 test points

• BNN surrogate & 

ResNet Surrogate:

Use queried test 

points to retrain 

the model 



Experiments
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Validate the effectiveness of ensemble strategy

• ResNet-18 on 

CIFAR-10

• Using different 

ResNet ensembles 

as surrogates.



Experiments
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Resnet-18 on CIFAR-10 and Fashion-MNIST & WideResNet on CIFAR-100

Using ensemble as the surrogate



Experiments
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Optimal Proposals and Unbiasedness （ResNet-18 trained on CIFAR-10）



Conclusion
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• The optimal sampling strategy for active testing is to 

sample in proportion to the true loss.

• Ensemble is an effective surrogate method for loss 

approximation.

• Active testing allows much more precise estimates of 

test loss and accuracy using fewer data labels.
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