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Background —— Domain-Adversarial Training of Neural Networks
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➢ DANN aimed at obtaining domain-invariant features by minimizing the divergence between 

domains, as well as a category loss on the source domain.

Domain-Adversarial Training of Neural Networks[1]

[1] Y aroslav Ganin and Victor Lempitsky. Unsupervised domain adaptation by backpropagation. arXiv preprint arXiv:1409.7495, 2014.
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Motivation
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➢ DANN aims to learn domain-invariantly discriminative representations. 

➢ However, if a classifier that works well on both the source and the target domains does not exist, 

we theoretically cannot expect a discriminative classifier to be applicable to the target domain.

➢ This methods  aims to learn target-discriminative representations for target domain by assigning pseudo-label 

to the target samples and training the target-specific networks as if they were true labels.

Two View



Method —— Asymmetric Tri-training
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➢ Asymmetric means that every classifiers has been assigned different roles.

Two different views

target-specific classifier

确保两个分类器F1，F2从两个不同的视角
来为目标域样本分配伪标记。

Loss：

Labeling network

To learn Target-discriminative 

representations



Method —— Algorithm
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Labeling() 为目标域数据加入伪标记
Two conditions:

1.两个分类器给出相同的分类标记（两个视图）.

2.分类置信度 > 0.9 or 0.95

# 5000

Nt : pseudo-labeled candidates



Experiments
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Experiments
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Experiments
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Labeling accuracy : (the number of correctly labeled samples)/(the number of labeled samples) 



Experiments
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ϵ is a generalization error 



Thanks


