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Contrastive Learning

➢ Contrastive Learning Framework        

• A stochastic data augmentation

module

• A neural network base encoder f(.)

• A contrastive loss function L

➢ Contrastive Loss:



Contrastive Learning

• MoCo (CVPR2020)

◦ Momentum encoder
◦ W/O large batch size
◦ Dynamic queue



Background

• SimCLR  (ICML20)

◦ Large batch size
◦ MLP projector
◦ Strong data augment

• BYOL
◦ Predictor + Stop grad
◦ W/O negative pairs



Motivation

• Existing techniques requires:

◦ very large size of batches
◦ asymmetric mechanism
◦ momentum encoders
◦ stop gradients

• Barlow Twins:

◦ works in the small batch size
◦ save the complex skills of existing methods
◦ works well in higher dimensional embedding
◦ competitive with SOTA models



Method

• Cross-correlation matrix

• The architecture



Method
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• Cross-correlation matrix



Method

• Cross-correlation matrix
• The proposed loss function

• The architecture



Experiment

➢ Linear and Semi-Supervised Evaluations on ImageNet



Experiment

➢ Transfer to other datasets and tasks



Ablations

➢ Loss Function Ablation
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➢ Sensitivity to λ



Experiments

➢ Robustness to Batch Size ➢ Projector Network Depth&Width



Ablations

➢ Breaking Symmetry



Thanks


