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Motivation

Inspired by the observation that biological neural networks appear to learn 
without backpropagating a global error signal, we split a deep neural network 
into a stack of gradient-isolated modules.
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Background---Contrastive Predictive Coding (CPC) 

The mutual information:
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Method---Greedy InfoMax (GIM)
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Method
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Experiments

Asynchronous memory usage
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Conclusion
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