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Contrastive Learning

Contrastive Instance Learning Framework

• Contrastive Loss

• Similarities of Positive Pairs

• Similarities of Negative Pairs

• Cosine similarity

▪

▪

▪

▪
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Motivation

Lack of enough studies on the potential of positive pairs

(a) Original

(f) Rotate {90°, 190°, 270°}

(b) Crop and resize

(g) Cutout

(c) Crop and resize (and flip)

(h) Gaussian noise (i) Gaussian blur

(d) Color distort. (drop)

(j) Sobel filtering

(d) Color distort. (jitter)

• For positive pairs, the data augmentation is carefully designed.

Chen, Ting et al. A simple framework for contrastive learning of visual representations. ICML, 2020
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Motivation

Some combinations of data augmentation can further improve the performance.

Chen, Ting et al. A simple framework for contrastive learning of visual representations. ICML, 2020
Tian, Yonglong, et al. What makes for good views for contrastive learning. arXiv 2020.

• Combinations of weak augmentations expose unexplored patterns
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Motivation

Contrastive Learning with Stronger Augmentations

• Different combinations of weak augmentations provide different clues for obtaining 
distinctive feature representations.

• Some useful novel clues may only exist in the stronger augmentations. 

• Stronger augmentations greatly boost the performance in supervised learning and 
semi-supervised learning. 

Pave the last mile to close the gap with the fully supervised representation 
by stronger augmentations.
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Challenge

Cannot naively using strongly augmented images in contrastive learning

(a) Original image (b) Weakly augmented image (c) Strongly augmented image

• A strongly augmented image is perceptually different from the original.

• A strongly augmented image’s representation is far apart from the weakly augmented.

Distributional Divergence Minimization (DDM) between Weakly and Strongly 
Augmented Images.
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Method

• Negative pairs’ probability

• Positive pairs’ probability

Another perspective to explain contrastive loss

▪

▪

• Another form of contrastive loss

▪

𝑞 is the ideal distribution of the likelihood 𝑝 is the distribution learned by network

Likelihood of 𝑧𝑖
′ being assigned to 𝑧𝑘

Likelihood of 𝑧𝑖
′ being assigned to 𝑧𝑖
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Method

Another perspective to explain contrastive loss

• Another form of contrastive loss

▪

Regard 𝑞 as a one-hot distribution

𝑞 𝑧𝑖 𝑧𝑖
′ = 1 𝑞 𝑧𝑘 𝑧𝑖

′ = 0 (𝑘 ∈ [1, 𝐾])

• The original form of contrastive loss

▪

It fails for stronger augmentations.
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Method
Distribution of positive pairs’ probabilities Variance of negative pairs’ probabilities

Randomly initialized 
network

A pre-trained network 
by contrastive methods.

Identical

Different
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Method

• Use the distribution of relative similarities of weakly augmented query to supervise 
that of strongly augmented query.

Distributional Divergence Minimization between Weakly and Strongly 
Augmented Images 

▪

▪

▪
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Method

Diagram of Distribution divergence minimization

• The overall loss to optimize the encoder:
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Experiments

Linear Classification on ImageNet

• CLSA: use a single stronger augmentation.

• CLSA*: adopt five different stronger augmentation.
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Experiments

Transfer Learning Results on Downstream Tasks

• Cross-dataset image classification: VOC07 dataset

• Object detection: VOC dataset and COCO dataset
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Experiments

Ablation Study

• DMM Loss:  study the role of DDM loss in the CLSA.

• Running Time: study the extra training time consuming of CLSA compared to MOCO V2.
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Experiments

Ablation Study

• The strength of strong augmentation

• Representations for weak/strong augmented images
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Experiments

Ablation Study

• Distribution of Relative Similarity by CLSA
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Reviews

Rejection
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Reviews

Accept
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